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Abstract
We introduce the function αG (and βG), defined in [11], that measures

the gap between an (outer) automorphism of G and its inverse. We
give an alternative proof of the lower bound for αFr of the free groups,
and give an improvement for the lower bound of βFr . Furthermore, for
the first time, a study of the function αBS(1,N) for the Baumslag-Solitar
groups BS(1, N), |N | > 1, is made, and we prove that it grows linearly.
Finally, in an independent way, we define the same concept over the virtual
automorphisms and prove that the equivalent function for the free groups
has an exponential lower bound.
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1 Introduction Àlex Miranda Pascual

1 Introduction
In this work we analyse and explain a way to measure the difficulty of inverting
an automorphism of a finitely generated group G, following the definition first
introduced by M. Ladra, P. V. Silva and E. Ventura in [11]. This article serves
as main source and motivation to a great part of our work.

We reintroduce the concept of norm of an automorphism, which gives an
idea of its complexity, and the auto-gap function αG(n) that measures the
maximal difference between a norm of an automorphism and that of its inverse,
intuitively telling us how difficult it is to invert the automorphism. The same
construction can be done for the outer automorphisms of a group, with the
analogous outer-gap function βG(n).

In this work, we dedicate the majority of our time in studying these concepts
for two important families of groups: the free groups and the Baumslag-Solitar
groups BS(1, N) for |N | > 1.

For the free groups, we give an alternative proof of the results given in [11].
We try to improve the bounds described in the article, by giving a description of
all its automorphism from a different point of view. Even though we are unable
to prove stricter bounds for αFr (n), we expose some results that might serve as
foundations for a future proof and make some new observations. We also study
the growth of βFr(n) and we are capable of giving a slight improvement to its
lower bound for the free groups of rank r > 2, from nr−1 given in [11] to nr. We
also give a complete description of these functions for the free group of rank 2,
giving a new version of the proof in [11].

For the first time, the function αBS(1,N)(n) is studied for a new non-trivial
case: the Baumslag-Solitar groups BS(1, N) for |N | > 1. We make an exhaustive
description of its automorphisms that allow us to prove that αBS(1,N)(n) grows
linearly. This is an interesting result, as it shows that the task of finding these
functions is quite difficult and complex in general.

We end this work with a new development motivated by an open question
from [11]: in this paper it was asked whether there exists a group G whose auto-
gap function αG is exponential. We are not able to answer this question (which,
as far as we know, remains open) but we define a variation of αG, namely νG,S ,
and prove that it is certainly exponential for free groups of rank r ≥ 2. This
new function νG,S , called virtual-gap function and associated to each finitely
generated group G together with a fixed ordered finite generating set S, measures
similarly the worst case difference between the norm of a virtual automorphism
and its inverse. It generalises αG in the sense that the automorphism of G are
special cases of virtual automorphisms, while the set of these latter ones is much
bigger; in particular, αG,S(n) ≤ νG,S(n). While far from being an answer to the
question posted in [11], our result that νFr,S is at least exponential (where Fr is
the free group of rank r ≥ 2 and S is a free basis for it), shows that functions
similar in spirit to αG can certainly be exponential.

To define this function, we need to introduce the concept of Schreier graphs
and some related results. A technical problem here is that we have not been
able to show that νG,S is independent of the chosen set of generators, even up
to multiplicative constants (as it is nicely the case for the αG function).

Finally, we would like to remark that in this thesis, we have also tried to
prove many results which apparently seem true, without success, which includes
trying to prove that αG(n) � βG(n)n or improving the bounds of the free groups.
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Key words: group, automorphism, inverse automorphism, auto-gap func-
tion, norm of an automorphism, outer automorphism, outer-gap function, free
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gap function.

2 First definitions
Let’s introduce the notation and a few basic observations we are going to use
throughout this thesis: G will denote a finitely generated group with a finite
generating set S = {x1, . . . , xs} such that 1G /∈ S. By definition of generating
set, all elements g of G can be written as

g = xε1
i1
xε2
i2
· · ·xεlil

with i1, . . . , il ∈ {1, . . . , s}, εi = ±1 and 0 ≤ l <∞. We say this way of writing
g ∈ G is an expression of g over S, and the set of all such expressions are
called the words in S. It is not unusual to find two different expressions for the
same element, such as (0, 1) + (1, 0) and (1, 0) + (0, 1) for (1, 1) in the group Z2

over the generating set S = {(1, 0), (0, 1)} (these expressions are different, but
when viewed in Z2, they correspond to the same element). We can also have
an expression with a trivial relation, that is, the expression containing xix−1

i or
x−1
i xi for any xi ∈ S. These expressions are trivial when viewed in G, so given

any expression, we can apply a reduction, that recursively removes all xix−1
i

or x−1
i xi from the expression, until no more are left. Any expression without

trivial relations is said to be reduced.
Given a fixed finite generating set, we can define a metric over G with respect

to S, called the word metric, such that for all g ∈ G, |g|S equals the length l of
the shortest expression of g over S. This is a well-defined norm and satisfies
the following properties: |1G|S = 0, |g|S = |g−1|S , |gg′|S ≤ |g|S + |g′|S and
|gn| ≤ |n| · |g|S for all g, g′ ∈ G and n ∈ Z [8].

By taking S to be finite, we obtain that the balls in this metric (in particular,
those centred at the origin, the trivial element) are finite, that is,

BS(n) = {g ∈ G | |g|S ≤ n}

is finite for all non-negative integers n. This allows us to define the notion of
growth in G by studying how |BS(n)| grows when n!∞. The first problem we
encounter, is that this growth depends on the generating set we picked as, in
general, |BS(n)| 6= |BS′(n)| for different finite generating sets S 6= S′. But this
can be solved if we introduce the following equivalence [8].

Definition 2.1. Let f, g : N −! R≥0 be two non-decreasing functions. We say
that f is dominated by g (or that g dominates f), denoted f � g, if there exists
a constant C ≥ 1 such that f(n) ≤ Cg(Cn) for all n > 0. We say that f and g
are equivalent, denoted f ∼ g, if f � g and f � g. Likewise, we’ll write that
f ≺ g if f � g and f 6∼ g.

The relation ∼ is a well-defined equivalence, and it can be easily verified
that the following results are met: polynomials dominate those of lower degree:
0 ≺ 1 ≺ n ≺ n2 ≺ · · · ≺ nk ≺ · · · , and any positive polynomial p(n) is
equivalent to nk if and only if it has degree k. A function that is equivalent
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2 First definitions Àlex Miranda Pascual

to a polynomial is said to have polynomial growth, and this notion is extended
to include those of constant growth, linear growth, quadratic growth, etc. Any
function that dominates all polynomials is said to have superpolynomial growth.
Some examples of functions of superpolynomial growth include enα for all α > 0.
Note that enα ≺ enβ if and only if α < β and an

α ∼ bn
α for all a, b > 1. If

f ∼ en, then we say that f has exponential growth, and if f ≺ en, we say
that f has subexponential growth. A function that has both superpolynomial and
subexponential growth is said to have intermediate growth, like, for example, enα

for 0 < α < 1. This list is not exhaustive, since there are other functions
dominating all the previous growths, such as n! or nn, and others in between,
such as 1 ≺

√
n ≺ n [2, 8].

Going back to our explanation, let us define the growth function of G relative
to S as the non-decreasing function fS : N ! N defined as fS(n) = |BS(n)|
(usually it is denoted as βS , but we are dropping this notation to avoid confusion
with definition 2.2). This depends on S, but it can be proven that fS(n) ∼ fS′(n),
for any two finite generating sets S and S′ of G. This allows us to define the
growth rate of finitely generated groups, independently of the choice of S. It
is easy to see that, for any finitely generated group G and any finite set of
generators S, fS is of at most exponential growth [2, 8]. We are not going to
enter in more detail into the growth rate of groups.

Since all the calculations and results we are going to state in this work
depend in some way on the generating set we consider, it is necessary we find an
equivalence such that the results don’t depend on the chosen generating set. In
particular, our functions will be equivalent using this equivalence relation we
defined.

2.1 Inversion of automorphisms
In this subsection, we introduce the notions on the automorphisms and outer
automorphisms that are needed to understand the results we will give in the
thesis. The automorphism group Aut(G) of a group G is defined as the set of
all automorphisms of G equipped with the conjugation as its operation. We
let automorphisms act on the right, g 7! gϕ = (g)ϕ; and compositions work
accordingly: for all ϕ1, ϕ2 ∈ Aut(G), ϕ1ϕ2 acts as g 7! gϕ1 7! gϕ1ϕ2.

We define the subgroup of inner automorphism group Inn(G) as the (normal)
subgroup of conjugations of Aut(G), which is isomorphic to the quotient of G by
its centre. In this work, we are denoting the conjugations as γg (hγg = g−1hg).

We define the outer automorphism group as the quotient

Out(G) = Aut(G)/Inn(G),

where we are denoting the representative of ϕ ∈ Aut(G) in Out(G) as [ϕ] [7].
Now we introduce the definitions of norm of an automorphism and an outer

automorphism, that were first given in [11]. We know that any automorphism ϕ
is determined by the image of ϕ over the elements of S. We define the norm
of ϕ with respect to S = {x1, . . . , xs} (or, the S-norm for short) as

‖ϕ‖S =
s∑
i=1
|xiϕ|S ;
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and the norm of Φ ∈ Out(G) with respect to S as

‖Φ‖S = min
φ∈Φ
{‖φ‖}.

Once again, the finiteness of S guarantees that ‖ϕ‖S is always defined and
that there is a finite number of automorphisms of a certain bounded norm, and
consequently, there’s also a finite number of outer automorphisms of a bounded
norm. Note also that since xiϕ is not trivial for any i, ‖ϕ‖S ≥ s and ‖[ϕ]‖S ≥ s
for all ϕ ∈ Aut(G). Also, we have that |gϕ|S ≤ |g|S‖ϕ‖S : if |g|S = l, then there
exists a word of length l on the elements in S such that g = xε1

i1
xε2
i2
· · ·xεlil and so

|gϕ|S = |(xε1
i1
xε2
i2
· · ·xεlil )ϕ|S ≤

l∑
j=1
|xεjij ϕ|S ≤

l∑
j=1
‖ϕ‖S = l‖ϕ‖S = |g|S‖ϕ‖S .

As the paper states, it is natural to compare ‖ϕ‖S and ‖ϕ−1‖S , and if one
happens to be significantly larger than the other, we can intuitively say that
inverting the automorphism ϕ is hard, and respectively for an outer automor-
phism. The following definition arises with the purpose of measuring the worst
case difference between ‖ϕ‖S and ‖ϕ−1‖S (and ‖Φ‖S and ‖Φ−1‖S).

Definition 2.2 (Auto-gap and outer-gap functions [11]). We define the auto-
morphism inversion gap function of G with respect to S (or auto-gap function,
for short) as the function αG,S : N −! N such that

αG,S(n) = max{‖ϕ−1‖S | ϕ ∈ Aut(G), ‖ϕ‖S ≤ n}.

Analogously, we define the outer automorphism inversion gap function of G
with respect to S (or outer-gap function) as the function βG,S : N −! N such
that

βG,S(n) = max{‖Φ−1‖S | Φ ∈ Out(G), ‖Φ‖S ≤ n}.

In both definitions, the maximum of the empty set is defined as 0.

We will more frequently use the notation αS and βS when the G is clear
from the context. Observe first of all that both functions are well-defined and
non-decreasing. Also, if G is not trivial, αS(n) = βS(n) = 0 if and only if n < s,
since the identity has always norm s.

The first result we have is a direct comparison between both functions:

Proposition 2.3. For any group G and any generating set S, βS(n) ≤ αS(n).

Proof. Let Φ be the outer automorphisms such that ‖Φ‖S ≤ n and ‖Φ−1‖ = β(n).
Let ϕ be a minimal element in Φ (such that ϕ ∈ Φ and ‖ϕ‖S = ‖Φ‖S). Then,
ϕ−1 ∈ Φ−1. Therefore,

βS(n) = ‖Φ−1‖ ≤ ‖ϕ−1‖ ≤ αS(n),

because ‖ϕ‖S = ‖Φ‖S ≤ n.

Once again, this function depends on the choice of S, but one can see that
for any pair S, T of finite generating sets of G, we have that αS ∼ αT , with ∼
as in Definition 2.1. This result requires the following lemma from [11].

5



2 First definitions Àlex Miranda Pascual

Lemma 2.4. Let G be a finitely generated group and let S = {x1, . . . , xs} and
T = {y1, . . . , yt} be two generating sets of G. Then there exists a constant C ≥ 1
such that, for all ϕ ∈ Aut(G) and Φ ∈ Out(G),

1
C
‖ϕ‖T ≤ ‖ϕ‖S ≤ C‖ϕ‖T ,

1
C
‖Φ‖T ≤ ‖Φ‖S ≤ C‖Φ‖T .

Proof. We take M = max{|yj |S | j = 1, . . . , t} and N = max{|xi|T | i =
1, . . . , s}, and we let C = MNst ≥ 1. We can easily verify that |g|S ≤ |g|TM
and |g|T ≤ |g|SN for all g ∈ G. Then, for every ϕ ∈ Aut(G), we have

‖ϕ‖S = |x1ϕ|S + · · ·+ |xsϕ|S
≤ |x1ϕ|TM + · · ·+ |xsϕ|TM
≤M(|x1|T ‖ϕ‖T + · · ·+ |xs|T ‖ϕ‖T )
= M(|x1|T + · · ·+ |xs|T )‖ϕ‖T
≤MNs‖ϕ‖T
≤ C‖ϕ‖T .

Furthermore, if ψ is an automorphism in Φ such that ‖Φ‖T = ‖ψ‖T , then

‖Φ‖S = min
φ∈Φ
{‖φ‖S} ≤ ‖ψ‖S ≤ C‖ψ‖T = C‖Φ‖T .

By symmetry, we have ‖ϕ‖T ≤ C‖ϕ‖S and ‖Φ‖T ≤ C‖Φ‖S , so the statement
follows.

Theorem 2.5. Let G be a finitely generated group and let S = {x1, . . . , xs} and
T = {y1, . . . , yt} be two generating sets of G. Then, αS ∼ αT and βS ∼ βT .

Proof. We need to see there exists a constant C ≥ 1 such that

1
C
αT

(⌊ n
C

⌋)
≤ αS(n) ≤ CαT (Cn).

We use the constant C from the previous lemma. If n < s, then αT (
⌊
n
C

⌋
) =

αS(n) = 0 so the inequality holds. If n ≥ s, then

αS(n) = max{‖ϕ−1‖S | ϕ ∈ Aut(G), ‖ϕ‖S ≤ n}
≤ max{‖ϕ−1‖S | ϕ ∈ Aut(G), ‖ϕ‖T ≤ Cn}
≤ max{C‖ϕ−1‖T | ϕ ∈ Aut(G), ‖ϕ‖T ≤ Cn}
= C max{‖ϕ−1‖T | ϕ ∈ Aut(G), ‖ϕ‖T ≤ Cn}
= CαT (Cn).

By symmetry, αT (n) ≤ CαS(Cn) and therefore,

1
C
αT

(⌊ n
C

⌋)
≤ αS

(
C
⌊ n
C

⌋)
≤ αS(n)

proving the result for α. Changing α for β will give us the other result.
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This theorem allows us to define a class of functions for each group, which is
independent of the choice of generating set S. We’ll denote them as αG and βG.

Let’s give some small useful results before we start with the main examples.

Proposition 2.6. Let ϕ ∈ Aut(G) and xi ∈ S where S is a finite generator set
of G. Then, ∣∣‖ϕγxi‖S − ‖ϕ‖S∣∣ ≤ 2|S|.

Proof. The proof is direct if we consider the extreme cases. It is clear that if
we apply γxi to (xj)ϕ, we add two letters, which might or might not cancel out
with the start or end of (xj)ϕ. So the maximum difference between |(xj)ϕ|S
and |(xj)ϕγxi |S is 2. Now, since ‖ϕ‖S is the sum of the length of (xj)ϕ for all
xj ∈ S, we have that the maximum difference is 2|S|, with the maximal values
corresponding to all or none of letters cancelling out.

Applying the same reasoning, we can prove:

Corollary 2.7. Let ϕ ∈ Aut(G) and g ∈ G. Then,∣∣‖ϕγg‖S − ‖ϕ‖S∣∣ ≤ 2|S||g|S .

Note that we could have a group without automorphisms of a certain norm.
The following proposition tells us that there cannot exist arbitrarily big intervals I
such that no automorphism has norm in I, if certain conditions are met.

Proposition 2.8. Let G be a finitely generated group such that Inn(G) ∼= G/Z(G)
is infinite, and let S be a finite generating set for G. Then N = {‖ϕ‖S |
ϕ ∈ Aut(G)} intersects non-trivially with all positive intervals of length larger
than 2|S|.

Proof. Since Inn(G) is infinite and there’s only a finite number of automorphisms
of any fixed norm, it is clear that we have conjugations of norm as large as we
want.

Let I = (a, b) be a positive interval such that |b − a| > 2|S|. Take g ∈ G
such that ‖γg‖S ≥ b, and consider a reduced expression of g = xε1

i1
· · ·xεlil . Let

gk = xε1
i1
· · ·xεkik for all k ≤ l. By Proposition 2.6,∣∣‖ϕγgk+1‖S − ‖ϕγgk‖S

∣∣ ≤ 2|S|,

so the sequence {‖ϕγgk‖S}lk=0 goes from ‖id‖S = |S| to ‖γg‖S with a maximum
difference of 2|S| between two consecutive terms. This implies that {‖ϕγgk‖S}lk=0
intersects non-trivially with I.

Theorem 2.9. The group Aut(G) is finite if and only if αG(n) ∼ 1, except
when G is trivial, where αG(n) ∼ 0.

If Inn(G) ∼= G/Z(G) is infinite, then n � αG(n).

Proof. If Aut(G) is finite, there exists N ≥ 0 such that ‖ϕ‖ ≤ N for all ϕ ∈
Aut(G). If N is the smallest value such that the previous verifies, then it implies
that αS(n) = N for all n ≥ n0, so αS(n) ∼ N . Observe that we have N = 0 only
in the trivial group, since the trivial group is generated by the empty set and
therefore, is the only group with no automorphisms of positive norm (the identity
has always norm s). Conversely, if αS(n) ∼ 1, then there exists a value N such
that αS(n) = N for all n > n0, which implies that Aut(G) is finite.

7



3 Free groups Àlex Miranda Pascual

Now suppose Inn(G) E Aut(G) is infinite. We know that αS for any S tends
to infinity, since there’s only a finite number of automorphisms of a bounded
norm. Suppose n 6� αS(n), so for every C ≥ 1 there exists an m > 0, such that
CαS(Cm) < m.

Choose C = (2|S|)2, and let m > 0 be an integer such that CαS(Cm) < m.
By Proposition 2.8, there exists an automorphism ψ such that Cm − 2|S| ≤
‖ψ‖S ≤ Cm, and its inverse has norm ‖ψ−1‖S ≤ bmC c because CαS(Cm) < m.
Then,

αS(bmC c) = max{‖ϕ−1‖S | ϕ ∈ Aut(G), ‖ϕ‖S ≤ bmC c}
= max{‖ϕ−1‖S | ϕ ∈ Aut(G), ‖ϕ‖S ≤ m

C }
= max{‖ϕ‖S | ϕ ∈ Aut(G), ‖ϕ−1‖S ≤ m

C }
≥ ‖ψ‖S ≥ Cm− 2|S|,

and
(2|S|)2m− 2|S| = Cm− 2|S| ≤ αS(bmC c) ≤ CαS(Cm) < m,

which is a contradiction for all m ≥ 1. Hence, n � αG(n).

This proposition doesn’t give a result for the cases where Aut(G) is infinite
and Inn(G) is finite, such as some infinite abelian groups, which brings up the
question of whether there exists a group G such that 1 ≺ αG(n) ≺ n. If it were
to exist, then it would be virtually abelian on one hand, but it also means that
there would exist positive intervals as large as we want that don’t intersect with
{‖ϕ‖S | ϕ ∈ Aut(G)}, because if not, we could recreate the proof of the theorem,
and we would be done.

The same question can be made for Out(G), on whether there exists a group
such that 1 ≺ βG(n) ≺ n. Note that we can see that the analogous result of the
theorem holds whenever Out(G) is finite.

3 Free groups and its auto-gap function
In this section we are giving an alternative construction for the results of [11]
relevant to the free groups Fr of rank r. It is known that the automorphism group
of the free group F1 ∼= Z is Z2, so αF1 ∼ 1 by Theorem 2.9. For the non-abelian
free groups (r ≥ 2), we are using the following classical theorem to give structure
to Aut(Fr), that will allow us to make some interesting constructions.

Theorem 3.1 (Nielsen [9]). Let S = {x1, . . . , xr} be a basis of the free group Fr,
r ≥ 2. Then its automorphism group is generated by these four automorphisms
(three in the case of r = 2)

α1 = {x1 7! x2, x2 7! x3, . . . , xn 7! x1}
α2 = {x1 7! x2, x2 7! x1, xi 7! xi for all i 6= 1, 2}

α3 = {x1 7! x−1
1 , xi 7! xi for all i 6= 1}

α4 = {x1 7! x1x2, xi 7! xi for all i 6= 1}.

This theorem gives us a minimal generating set for Aut(Fr). Observe that
Symr := 〈α1, α2〉 is the subgroup of all permutations of the elements of S. We’ll

8
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abuse the notation and denote every σ ∈ Symr with the same symbol as the
corresponding permutation of {1, . . . , r}, since they are in bijection. We will
also denote the transposition xi ↔ xj as τi,j , which is an element of order 2.

We also define, for all i 6= j, the following automorphisms

ιi = {xi 7! x−1
i , xk 7! xk for all k 6= i},

µi,j = {xi 7! xixj , xk 7! xk for all k 6= i},
λi,j = {xi 7! xjxi, xk 7! xk for all k 6= i},

which are well-defined automorphisms of the free group because they correspond
to the following combinations of elements from Theorem 3.1:

ιi = τ1,iα3τ1,i,

µi,j = τ2,jτ1,iα4τ1,iτ2,j ,

λi,j = ιiµ
−1
i,j ιi.

We can also compute easily their inverses: ι−1
i = ιi and

µ−1
i,j = {xi 7! xix

−1
j , xk 7! xk for all k 6= i},

λ−1
i,j = {xi 7! x−1

j xi, xk 7! xk for all k 6= i}.

We will say that ιi is an automorphism of type ι, µi,j and µ−1
i,j are automor-

phisms of type µ, and λi,j and λ−1
i,j are automorphisms of type λ. We are also

referring to the collection of automorphisms of type µ and λ, as automorphisms
of type κ. As a consequence of these definitions, the following result arises

Lemma 3.2. Let σ ∈ Symr and i 6= j. Then the following relations are satisfied

ιiσ = σισ(i)

µi,jσ = σµσ(i),σ(j)

λi,jσ = σλσ(i),σ(j).

Proof. Checking step-by-step, the result is clear: the automorphism ιiσ corre-
sponds to

xi 7−! x−1
i 7−! x−1

σ(i)
xk 7−! xk 7−! xσ(k)

for all k 6= i, so clearly ιiσ = σισ(i). Meanwhile, µi,jσ corresponds to

xi 7−! xixj 7−! xσ(i)xσ(j)
xk 7−! xk 7−! xσ(k)

for all k 6= i, so clearly µi,jσ = σµσ(i),σ(j). Analogously, λi,jσ = σλσ(i),σ(j).

Lemma 3.3. Let i, j, k ∈ {1, . . . , r} be pairwise different. Then, the following
verifies:

i) ιi commutes with µj,k and λj,k.

ii) µj,iιi = ιiµ
−1
j,i and λj,iιi = ιiλ

−1
j,i .

iii) µi,kιi = ιiλ
−1
i,k .

9
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Proof. Note the third point is direct from the definition we gave: λi,k = ιiµ
−1
i,k ιi.

Note also that if i, j and k are all different, then it is direct that ιi commutes
with µj,k and λj,k, which is the first point. So we only need to prove the second
one, which will be done step-by-step as before. Observe that µj,iιi only changes

xi 7−! xi 7−! x−1
i

xj 7−! xjxi 7−! xjx
−1
i ,

while ιiµ−1
j,i only changes

xi 7−! x−1
i 7−! x−1

i

xj 7−! xj 7−! xjx
−1
i ,

so immediately, they are equal. Analogously, we obtain that λj,iιi = ιiλ
−1
j,i .

With these lemmas, the following result is direct.

Theorem 3.4. All automorphism ϕ of the Fr can be written as

ϕ = σικi1,j1κi2,j2 · · ·κim,jm

where m ≥ 0, σ ∈ Symr, ι is a composition of automorphism of type ι, and
κik,jk ∈ {µik,jk , µ

−1
ik,jk

, λik,jk , λ
−1
ik,jk
} such that ik, jk ∈ {1, . . . , r}, ik 6= jk.

Proof. By Theorem 3.1, any automorphism can be written as a finite combination
of α1, α2, α3 and α4. Remember that 〈α1, α2〉 = Symr, ι1 = α3 and µ1,1 = α4.

Lemma 3.2 allows us to move all permutations that appear in the expression
of ϕ to the left-most part of the word, simply by changing the automorphism of
type ι, µ and λ for other automorphisms of the same type. Therefore, we obtain
that the left-most part of ϕ is a permutation σ.

Now we do the same operation but with the automorphism of type ι using
Lemma 3.3. This allows us to place these automorphisms just right of σ by
changing automorphism of type κ for automorphisms of the type κ.

This expression of the automorphisms is going to be very useful to estimate
the value of the norm ‖ϕ‖S for the automorphism ϕ of the free group. Let’s
start with this proposition that motivates the expression.

Proposition 3.5. Let ϕ ∈ Aut(Fr), σ ∈ Symr and ι be a composition of
functions of type ι. Then

‖σϕ‖S = ‖ιϕ‖S = ‖ϕσ‖S = ‖ϕι‖S = ‖ϕ‖S .

Proof. We have that

‖ϕ‖S =
∑
x∈S
|xϕ|S =

∑
x∈S
|xσϕ|S

for all permutations σ ∈ Symr = Sym(S), so ‖σϕ‖S = ‖ϕ‖S . We also have that
|x−1ϕ|S = |(xϕ)−1|S = |xϕ|S , so ‖ιϕ‖S = ‖ϕ‖S .

Let x ∈ S and consider its minimal reduced expression of xϕ over S:

xϕ = xε1
i1
· · ·xεlil

10
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with i1, . . . , il ∈ {1, . . . , r} and εi = ±1, such that |xϕ|S = l. Observe that
composing with σ doesn’t change the length since it is just a permutation of the
letters in S; and observe also that composing with ι just changes the sign of all
the powers of some certain letters, but never reduces the word length. Thus,

‖ϕσ‖S = ‖ϕι‖S = ‖ϕ‖S .

So this allows us to understand the structure of all automorphisms of the
free groups from another point of view. From Theorem 3.4 and Proposition
3.5 we deduce that to find the auto-gap and outer-gap functions we must only
check the norm of every product of automorphisms of type κ. If we were to
find an algorithm that calculates the norm of an automorphism in function of
these κ’s, then we would easily compute the auto-gap and outer-gap functions,
since ϕ = κi1,j1κi2,j2 . . . κim,jm has inverse ϕ−1 = κ−1

im,jm
. . . κ−1

i1,j1
, which follows

the same structure.
Finding an algorithm that works in general may be quite complex, but we can

easily prove the following theorem, which gives the upper bound for the norm
of such elements. It is based on the observation that every automorphism κi,j
adds one xj (or x−1

j ) for every xi we have.
The theorem requires a previous definition: For any ϕ = κi1,j1 · · ·κim,jm ,

we consider the sequence (κi1,j1 , . . . , κim,jm) and define a chain C in ϕ as a
subsequence (κi′1,j′1 , . . . , κi′t,j′t) such that j′k = i′k+1 for all k < t. We say that
this chain ends with j′t. We also define the set of chains of ϕ as Cϕ, and the
subset of those that end with i as Cϕi .

Let’s also give a quick example. The automorphism κ1,2κ2,1κ2,3κ4,5κ3,5, has
five chains of length 1 (because m = 5), three chains of length 2: (κ1,2, κ2,1),
(κ1,2, κ2,3) and (κ2,3, κ3,5); and one of length 3: (κ1,2, κ2,3, κ3,5).

Theorem 3.6. Let ϕ = κi1,j1κi2,j2 · · ·κim,jm . Then

‖ϕ‖S ≤ r + #Cϕ.

We have an equality if and only if ϕ doesn’t make any cancellations.

Proof. For this proof, we are considering (xj)ϕ as words in S rather than elements
in Fr, that is, we aren’t removing any trivial expression (xix−1

i and x−1
i xi) and

we are leaving them as such each step of the way. We are defining #iϕ as the
number of xi or x−1

i in the words (xj)ϕ for all xj . Then, it is clear that

‖ϕ‖S ≤
r∑
i=1

#iϕ,

where the inequality comes when we consider the trivial reductions in Fr. Clearly,
if no cancellations are done throughout the construction of ϕ, the equality holds.

We claim that #iϕ = 1+#Cϕi . If this holds, then the result is direct. We will
prove it by induction over m. Case m = 0 is immediate. If m = 1 and ϕ = κi,j ,
then we have only one chain and ‖ϕS‖ = r + 1. So, the equality follows.

Now suppose that the result holds for m− 1, and we prove it for m. We have
that ϕ = ψκi,j , where ψ is a product of m − 1 automorphisms of type κ. By
construction of ϕ, #jϕ = #jψ + #iψ and #kϕ = #kψ for k 6= j, since κi,j only
adds one xj for every xi, and we are not considering cancellations.

11
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Observe that the number of chains ending at k 6= j is the same in both ψ
and ϕ, so

#kϕ = #kψ = 1 + #Cψk = 1 + #Cϕk ,
by the induction hypothesis.

Now let’s see that #jϕ = 1 + #Cϕj . We can see that the chains of ϕ that end
at j are: the chains that already start at j in ψ, the chains (C, κi,j) where C is
a chain that starts at i in ψ, and (κi,j). So, #Cϕj = 1 + #Cψj + #Cψi and, by the
induction hypothesis,

#jϕ = #jψ + #iψ

= 1 + #Cψj + 1 + #Cψi
= 1 + #Cϕj .

Thus, the claim is proven.

By the theorem, it seems that choosing a combination of κ’s such that there
are a lot of chains in one direction, but very few in the other, we can construct
an automorphism with a big gap. Note also that a chain of length t implies the
existence of at least t− k + 1 chains of length k for every k ≤ t.

The only problem we have to solve is the case of the cancellations, since
they can reduce this gap by an undetermined size. Finding a way to solve this
problem has resulted to be a very complex computational exercise, since there
are multiple different expressions with several types of cancellations, and many
of them are not replaceable by simpler expressions.

Immediately, if ϕ is the product of positive automorphisms of type κ (that
is, a product of either µi,j or λi,j), then ϕ doesn’t have any cancellations, and
therefore its norm is given by the equality in Theorem 3.6. It is not true that a
product of negative automorphism of type κ doesn’t have cancellations, but if
we were to find a positive product ϕ with a lot of chains, and whose inverse had
very few, then we would have a big gap between ‖ϕ‖S and ‖ϕ−1‖S . This would
give a lower bound for the auto-gap function of the group.

Intuitively, the following example makes use of our reasoning: the product

ϕ = µ1,2µ2,3 · · ·µr−1,r

is positive and corresponds to a chain of maximum length (r− 1), and its inverse

ϕ−1 = µ−1
r−1,rµ

−1
r−2,r−1 · · ·µ

−1
1,2

has no chains of length larger than 1. More precisely, ϕ has r − k chains of
length k for every k < r, so ‖ϕ‖S = r+

∑r−1
k=1(r− k) = r+ r(r−1)

2 = r(r+1)
2 ; and

ϕ−1 has only r−1, so ‖ϕ‖S ≤ 2r−1. We can then compute directly ϕ−1, that is

(xi)ϕ−1 =
{
xix
−1
i+1 if i < r

xr if i = r,

which certainly doesn’t have any cancellations and has norm 2r − 1. We also
describe ϕ for later:

(xi)ϕ =
{
xi(xi+1)ϕ = xi+1xi+2 · · ·xr if i < r

xr if i = r.

12
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Observe also that adding a final term µr,1 adds a chain of longer length in
both ϕ and its inverse ϕ−1.

The problem we must bear in mind is that there’s a finite number of generators,
and we want results to hold for n arbitrarily large. With this example in mind,
we can replicate the lower bound for the auto-gap function of the free group Fr
given in [11]. We are also denoting αr and βr as the respective functions of Fr
with respect to the basis S, as in the article.

Theorem 3.7. Let r ≥ 2, then the auto-gap function of the free group dominates
the polynomial of degree r: nr � αr(n).

Proof. For any m > 0, consider the automorphism

ϕ = µ−mr−1,rµ
−m
r−2,r−1 · · ·µ

−m
1,2 ,

and its inverse,
ϕ−1 = µm1,2µ

m
2,3 · · ·µmr−1,r.

Observe that there are (r−1)m chains in ϕ; and mk(r−k) chains of length k
in ϕ for all k < r, and since it is positive

‖ϕ−1‖S = r +
r−1∑
k=1

mk(r − k),

which is a polynomial of degree r − 1 over m.
These automorphisms are

(xi)ϕ =
{
xix
−m
i+1 if i < r

xr if i = r,

(xi)ϕ−1 =
{
xi(xmi+1)ϕ−1 if i < r

xr if i = r,

where (for i < r − 1)

(xmi+1)ϕ−1 = (xi+1(xi+2(· · · (xr−1(xr)m)m · · · )m)m

starts with the letter xi+1, ends with xr and has length m+m2 + · · ·+mr−i

in S. In particular, no cancellations occur in ϕ, so ‖ϕ‖S = r +m(r − 1).
Thus, if ‖ϕ‖S = n, then m = n−1

r−1 , and ‖ϕ
−1‖S is a polynomial of degree r−1

over n, so nr−1 � αr(n).
A simple observation will let us improve the lower bound. Let γi,j denote

the conjugation of xi by xj (only changes xi 7! x−1
j xixj , and leaves the other

generators fixed). It is a well-defined automorphism in Fr because γi,j = λ−1
i,j µi,j .

Now consider ψ = ϕγ−nr,1 , which has inverse, ψ−1 = γnr,1ϕ
−1. Then,

(xi)ψ =


xix
−m
i+1 if i < r − 1

xr−1x
m
1 x
−m
r x−m1 if i = r − 1

xm1 xrx
−m
1 if i = r,

(xi)ψ−1 =
{
xi(xmi+1)ϕ−1 if i < r

[(xm1 )ϕ−1]−1xr[(xm1 )ϕ−1] if i = r.

13
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Observe now that ψ has chains of length 2, and ψ−1 has chains of length r,
so it has a polynomial over m of degree r number of chains by a same argument
as before.

They aren’t positive, so we must check their norm manually. It is easy to see
that m(m− 1) cancellations occur in ψ, and that ‖ψ‖S = r +m(r − 1) + 4m,
which is a polynomial of degree 1 over m.

On the other hand, if a cancellation occurs in ϕ−1, it is in the expression
of (xr)ψ−1, since it is the only word with both positive and negative letters,
but as we have stated before, [(xm1 )ϕ−1]−1 and [(xm1 )ϕ−1] ends with x−1

1 and
starts with x1, respectively. Since x1 6= xr for r ≥ 2, there are no reductions
in [(xm1 )ϕ−1]−1xr[(xm1 )ϕ−1]. Also, we already know that [(xm1 )ϕ−1] has length
1 +m+ · · ·+mr in S, and the image of the other generators has lower length
(for m big enough), thus ‖ψ−1‖S is a polynomial of degree r over m.

So taking ‖ϕ‖S = n, we deduce nr � αr(n).

Observe two details from this proof: first that both the automorphism and
its inverse which provide the lower bound have cancellations, and that by using
the technique of the positive word we described before, we obtained the lower
bound nr−1. Even though a proof cannot be provided, some experimentation
seems to indicate that we cannot improve this bound using a positive automor-
phism; and it seems that by using the conjugation “trick”, we cannot improve
the lower bound by more than one degree.

The question on whether this bound can be improved, or an upper bound
can be given, remains still open, but it seems that an automorphism of norm
n with a bigger gap than ∼ nr, if it were to exist, must be of a very complex
nature and with carefully placed cancellations.

We make a quick remark before ending the subsection:

Remark 3.8. Let’s talk a bit more on some simple cancellations that might
occur. For example, we might have µi,jλ−1

j,i that only changes

xi 7−! xixj 7−! xix
−1
i xj = xj

xj 7−! xj 7−! x−1
i xj ,

which essentially corresponds to τi,jιiλ
−1
i,j , which doesn’t have cancellations

and therefore could be easily replaced. But if we take µi,jµj,iλ−1
j,i (with a new

automorphism of type κ in between), that only changes

xi 7−! xixj 7−! xixjxi 7−! xix
−1
i xjxi = xjxi

xj 7−! xj 7−! xjxi 7−! x−1
i xjxi,

we have that it cannot be (easily) replaced by an automorphism without cancel-
lations.

Similarly, µi,jµ−1
i,j is trivial, but if we place the automorphism µj,i in between:

µi,jµj,iµ
−1
i,j , we have that it changes

xi 7−! xixj 7−! xixjxi 7−! xix
−1
j xjxix

−1
j = x2

ix
−1
j

xj 7−! xj 7−! xjxi 7−! xjxix
−1
j ,

which has norm r + 3 and some cancellations. Once again, it cannot be (easily)
replaced by an automorphism without cancellations.
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One observation to make is that in the majority of cases, a cancellation in ϕ
implies a cancellation in ϕ−1, for example, (µi,jµj,iλ−1

j,i )−1 = λj,iµ
−1
j,i µ

−1
i,j only

changes

xi 7−! xi 7−! xi 7−! xix
−1
j

xj 7−! xixj 7−! xixjx
−1
i 7−! xix

−1
j xjxjx

−1
i = xix

2
jx
−1
i ,

which contains a similar cancellation of that of its inverse, but has a slighter
larger norm (one unit more).

3.1 Outer-gap function of the free groups
Let’s give once again an alternative proof of the results on the outer-gap function
given in [11], that has an improvement to the given lower bound. As always,
some previous results and definitions are needed.

Definition 3.9. Let ϕ ∈ Aut(G), xi ∈ S and ε ∈ {±1}. We define xεi -αj(ϕ) as
the value −1 if the reduced expression of xjϕ starts with xεi , and 1 otherwise.
Similarly, we define xεi -ωj(ϕ) as the value −1 if the reduced expression of xiϕ
ends with x−εi , and 1 otherwise.

Then, we define the xεi -evaluation of ϕ, xεi -val(ϕ), as the sum of the values
of αj and ωj .

We can see that the possibles values of xεi -val(ϕ) are the even integers in
[−2r, 2r]. The following result arises directly from the definition:

Proposition 3.10. Let ϕ ∈ Aut(G), xi ∈ S and ε ∈ {±1}. Then,

‖ϕγxε
i
‖S − ‖ϕ‖S = aεi -val(ϕ).

Proof. By construction, for every generator xj , |xjϕγxε
i
|S = |x−εi (xjϕ)xεi |S , and

then

i) If xjϕ starts with xεi and ends with x−εi , then |xjϕγxε
i
|S = |xjϕ|S − 2.

ii) If xjϕ verifies only one of the previous conditions, then |xjϕγxε
i
|S = |xjϕ|S .

iii) If xjϕ doesn’t verify either condition, then |xjϕγxε
i
|S = |xjϕ|S + 2.

More precisely, in every case this corresponds to |xjϕγxε
i
|S = |xjϕ|S +

xεi -αj(ϕ) + xεi -ωj(ϕ), and so

‖ϕγxε
i
‖S =

r∑
j=1
|xjϕγxε

i
|S

=
r∑
j=1
|xjϕ|S +

r∑
j=1

(xεi -αj(ϕ) + xεi -ωj(ϕ))

= ‖ϕ‖S + xεi -val(ϕ).

Lemma 3.11. Let ϕ ∈ Aut(G), xi ∈ S and ε ∈ {±1}. If xεi -val(ϕ) ≥ 0, then
xδj -val(ϕγxε

i
) ≥ xεi -val(ϕ) ≥ 0 for all xδj ∈ S ∪ S−1 such that xδj 6= x−εi .
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Proof. By Proposition 3.10, ‖ϕγxε
i
‖S ≥ ‖ϕ‖S , so when conjugating by xεi , we

have exactly r − 1
2x

ε
i -val(ϕ) ≤ r cancellations, which means that the number j

such that (xj)ϕγxε
i
ends with xεi , plus the number of j such that (xj)ϕγxε

i
starts

with x−εi , is exactly r + 1
2x

ε
i -val(ϕ). In particular, since xδj 6= x−εi , we obtain

xδj -val(ϕγxε
i
) ≥ xεi -val(ϕ) ≥ 0.

In particular, this lemma tells us that

‖ϕγxε
i
xδ
j
‖S = ‖ϕγxε

i
γxδ

j
‖S ≥ ‖ϕγxε

i
‖S .

Corollary 3.12. Let ϕ ∈ Aut(G), xi ∈ S and ε ∈ {±1}, and let g ∈ Fr. If
xεi -val(ϕ) ≥ 0 and ‖ϕγg‖S < ‖ϕ‖S, then the reduced expression of g doesn’t start
with xεi .

Proof. Let g = xε1
i1
· · ·xεlil be the reduced expression of g. Suppose it starts

with xεii , then, applying Lemma 3.11 recursively, we obtain

0 ≤ xε1
i1
-val(ϕ) ≤ xε2

i2
-val(ϕγxε1

i1
) ≤ · · · ≤ xεlil -val(ϕγ

x
ε1
i1
···x

εl−1
il−1

),

and applying Proposition 3.10,

‖ϕ‖S ≤ ‖ϕγxε1
i1
‖S ≤ · · · ≤ ‖ϕγxε1

i1
···xεl

il

‖S = ‖ϕγg‖S ,

which contradicts the initial hypothesis.

Immediately from this result we obtain:

Corollary 3.13. Let ϕ be an automorphism and let Φ be its class in Out(Fr).
If xεi -val(ϕ) ≥ 0 for all generators xi and signs ε, then ϕ is minimal in Φ (that
is, ‖Φ‖S = ‖ϕ‖S).

Now, this result will allow us to prove the lower bound for the outer-gap
function. This is a slight improvement of the lower bound for the case r > 2
given in [11], which was nr−1.

Proposition 3.14. Let r > 2. Then the outer-gap function of the free group Fr
verifies nr � βr(n).

Proof. We take the automorphisms ϕ and γr,1 := λ−1
r,1µr,1 defined in Theorem 3.7,

and we consider

ψ = ϕγr,1 = µ−mr−1,rµ
−m
r−2,r−1 · · ·µ

−m
1,2 γr,1.

If we check the image of its generators, we obtain

(xi)ψ =


xix
−m
i+1 if i < r − 1

xr−1x
−m
1 x−mr xm1 if i = r − 1

x−m1 xrx
m
1 if i = r,

and observe that since r > 2, x1, xr−1 and xr are pairwise different, so the
expressions above are reduced. Therefore, ‖ϕ‖S = r +m(r − 1) + 4m.

We can compute easily its inverse, that is

ψ−1 = γ−1
r,1ϕ

−1 = γ−1
r,1µ

m
1,2µ

m
2,3 · · ·µmr−1,r,
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such that

(xi)ψ−1 =
{
xi(xmi+1)ϕ−1 if i < r

[(xm1 )ϕ−1]xr[(xm1 )ϕ−1]−1 if i = r,

where
(xmi+1)ϕ−1 = (xi+1(xi+2(· · · (xr−1(xr)m)m · · · )m)m.

Hence, [(xm1 )ϕ−1] ends with xr−1x
m
r and [(xm1 )ϕ−1]−1 starts with x−mr x−1

r−1,
so in [(xm1 )ϕ−1]xr[(xm1 )ϕ−1]−1 only m cancellations occur. Since |(xm1 )ϕ−1|S is
a polynomial of degree r in m, and only m cancellations occur in the expression
for (xr)ψ−1, |(xr)ψ−1|S and ‖ψ‖S are both polynomials of degree r in m.

Now let’s compute the evaluations of both automorphisms to see that they
are minimal.

We easily find the first and last letters of the reduced expressions of (xi)ψ
and (xi)ψ−1, which are summarized in the following table

starts with ends with
(xi)ψ xi x−1

i+1 for all i < r − 1
(xr−1)ψ xr−1 x1

(xr)ψ x−1
1 x1

(xi)ψ−1 xi xr for all i < r
(xr)ψ−1 x1 x−1

1

So, the evaluations of ψ and ψ−1 are the following (for 1 < i < r)

x1-val(ψ) = 2r − 2 x1-val(ψ−1) = 2r − 6
x−1

1 -val(ψ) = 2r − 6 x−1
1 -val(ψ−1) = 2r

xi-val(ψ) = 2r − 4 xi-val(ψ−1) = 2r − 2
x−1
i -val(ψ) = 2r x−1

i -val(ψ−1) = 2r
xr-val(ψ) = 2r xr-val(ψ−1) = 2r
x−1
r -val(ψ) = 2r x−1

r -val(ψ−1) = 2r − 2(r − 1) = 2.

Observe that all of them are non-negative for all r ≥ 3. By Corollary 3.13,
we obtain that both expressions are minimal, so if ψ ∈ Φ ∈ Out(G), then ‖Φ‖S
is a polynomial of degree 1 in m, and ‖Φ−1‖S is a polynomial of degree r in m,
proving that nr � βr(n).

In the following section we will study in detail the case r = 2 and observe
that the theorem doesn’t hold for this case.

The article [11] proves also an upper polynomial bound of degree Mr. The
degree of this bound is considerably big and requires understanding the outer
space, which we are not covering in this thesis.

Intuitively, it seems that αr(n) � βr(n)f(n) where f(n) is polynomial, but
we have been unable to construct a proof nor counterexample. If this were to be
true, then αr(n) would also be of polynomial growth.

3.2 Upper bound for the free group of rank 2
Now let’s prove the upper bound for the free group of rank 2. We will need
to introduce some previous results. We defined in all non-abelian free groups
γi,j := λ−1

i,j µi,j as the conjugation of the generator xi by xj (with the image of
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the other generators unchanged), but, only in the free group of rank 2 does this
coincide with the conjugation by xj , γxj ∈ Inn(F2). This, together, with the
fact that for any g ∈ G and ϕ ∈ Aut(G),

ϕγg = γgϕ−1ϕ and γgϕ = ϕγgϕ,

allows us to assume that µi,j = λi,jγxj in the free group F2, and immediately:

Proposition 3.15. In the free group F2, there exists g, h ∈ F2 such that, for
any product of positive automorphisms κik,jk of type κ,

κε1
i1,j1
· · ·κεlil,jl = µε1

i1,j1
· · ·µεlil,jlγg = λε1

i1,j1
· · ·λεlil,jlγh.

So essentially, there’s no difference between λi,j and µi,j if we can add
conjugations. So by considering our calculations in Out(F2), we can greatly
simplify them, because [µi,j ] = [λi,j ]. In this section, since we are going to work
mainly in Out(F2), we are dropping the [ · ] to simplify the notation.

Before that, we state these two results on the elements of Aut(F2). We
are denoting τ as the non-trivial permutation of Sym2, and we are naming the
subgroup generated by Sym2 and the automorphisms of type ι as the letter
permuting group LP2.

Lemma 3.16. Let {i, j} = {1, 2}. Then the following equalities verify

λi,j = τιiµ
−1
i,j µj,i,

µi,j = τιiλ
−1
i,j λj,i.

Proof. It can be proven that the equalities hold step-by-step. For example,
τιiµ

−1
i,j µj,i equals

xi 7−! xj 7−! xj 7−! xj 7−! xjxi
xj 7−! xi 7−! x−1

i 7−! xjx
−1
i 7−! xj ,

which is clearly λi,j . Analogously, we have the other equality.

Corollary 3.17. Let {i, j} = {1, 2} and k,m > 0. Then, the following equality
verifies

µ−ki,j µ
m
j,i = τιjλ

k−1
j,i λi,jµ

m−1
j,i .

Furthermore, we have that µ−ki,j µmj,i = τιjµ
k−1
j,i µi,jµ

m−1
j,i in Out(F2).

Proof. Substituting the previous lemma, we obtain

µ−ki,j µ
m
j,i = µ−k+1

i,j ιiτλi,jµ
m−1
j,i = τλ−k+1

j,i ιjλi,jµ
m−1
j,i = τιjλ

k−1
j,i λi,jµ

m−1
j,i .

The relation in Out(F2) is immediate from this.

So now let’s suppose we are in Out(F2), so every product of automorphisms
of type κ can be written as a product M of automorphisms of type µ. Also, since
there are only four different automorphisms of this type in F2 (µ1,2, µ2,1, and
their inverses), we can write every M as Ma1

1 Ma2
2 · · ·Mam

m where ak ∈ Z\{0},
and Mk is µi,j for k odd, and µj,i for k even. We say such expression has m
syllables. We also denote M∗k as the opposite, that, is µi,j if Mk = µj,i and µj,i
if Mk = µi,j .
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Lemma 3.18. Suppose we are in Out(F2). Let ϕ = Ma1
1 Ma2

2 · · ·Mam
m be a

product of automorphisms of type µ as previously described. Then, ϕ can be
written as ξPξ′, where P is a product of positive automorphisms of type µ and
ξ, ξ′ ∈ LP2.

Proof. Let’s prove it by induction on m. If m = 1, then a1 > 0 and we are done;
else if a1 < 0,

ϕ = Ma1 = ιM−a1ι

where ι is an automorphism of type ι, which is also of the wanted form.
Suppose it is now true for values smaller than m, and we prove it for m.

Observe that if am < 0, then

ϕ = Ma1
1 Ma2

2 · · ·Mam
m = ιM−a1

1 M−a2
2 · · ·M−amm ι

for some ι automorphism of type ι and ψ := M−a1
1 M−a2

2 · · ·M−amm , with the
last exponent positive, allowing us to reduce to the following case.

Let am > 0. If there are no negative exponents in the expression of ϕ, we are
done; otherwise, let ak be the last negative exponent. Since k < m, ak+1 exists
and it is positive. By Corollary 3.17,

Mak
k M

ak+1
k+1 = τι[M∗k ]−ak−1MkM

ak+1−1
k+1 ,

with −ak − 1, ak+1 − 1 ≥ 0 and ι an automorphism of type ι. Therefore, by
Lemmas 3.2 and 3.3,

ϕ = Ma1
1 · · · τι[M∗k ]−ak−1MkM

ak+1−1
k+1 · · ·Mam

m

= τι[M∗1 ]−a1 · · · [M∗k−1]−ak−1 [M∗k ]−ak−1MkM
ak+1−1
k+1 · · ·Mam

m .

Now we are going to express ϕ as τιϕ′P ′ where ϕ′ and P ′ are defined as
follows:

i) If −ak − 1 > 0, then we define them as

ϕ′ := [M∗1 ]−a1 · · · [M∗k−1]−ak−1 [M∗k ]−ak−1

P ′ := MkM
ak+1−1
k+1 · · ·Mam

m .

ii) If −ak − 1 = 0 and ak+1 − 1 > 0, then

[M∗k−1]−ak−1 [M∗k ]0Mk = [M∗k−1]−ak−1+1,

and we define

ϕ′ := [M∗1 ]−a1 · · · [M∗k−1]−ak−1+1M
ak+1−1
k+1 ,

P ′ := M
ak+2
k+2 · · ·M

am
m .

iii) If −ak − 1 = ak+1 − 1 = 0 and m ≥ k + 3, then we define

ϕ′ := [M∗1 ]−a1 · · · [M∗k−1]−ak−1+1+ak+2M
ak+3
k+3 ,

P ′ := M
ak+4
k+4 · · ·M

am
m .
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iv) If −ak − 1 = ak+1 − 1 = 0 and m ∈ {k + 1, k + 2}, then we define

ϕ′ := [M∗1 ]−a1 · · · [M∗k−1]−ak−1+1+ak+2 ,

P ′ := id,

where ak+2 := 0 if m = k + 1.

Observe that in all cases, P ′ is a positive product of automorphisms of type µ
(or the identity) and ϕ′ is a product of automorphisms of type µ (or the identity).
Observe also that in cases i), ii) and iii), the last exponent of ϕ′ is positive (but
not necessarily in case iv)). In these cases, we take ϕ′P ′ written as described,
and apply the same construction recursively until the remaining expression has
all positive exponents, or we arrive to a case iv).

If we end with all positive elements, then ϕ is of the form ξP , with P a
product of positive automorphisms of type µ and ξ ∈ LP2.

Otherwise, if at some point we arrive to case iv), then the corresponding
ϕ′P ′ = ϕ′ has fewer than m syllables, so we can apply induction to ϕ′, and we
are done.

We need to introduce a definition for the next result. We say that a word
in S is cyclically reduced if it doesn’t both start with c−1 and end with c for
any c ∈ S ∪ S−1; and that ϕ is cyclically reduced if both (x1)ϕ and (x2)ϕ are
cyclically reduced. A consequence of being cyclically reduced is that all its
evaluations are positive, so by Corollary 3.13, every cyclically reduced expression
in ϕ, verifies ‖ϕ‖S = ‖[ϕ]‖S .

Theorem 3.19. All automorphisms ϕ of the free group of rank 2 can be written
as

ϕ = ξPγgξ
′,

where ξ, ξ′ ∈ LP2, P is a product of positive automorphisms of type µ and g ∈ F2
such that ‖P‖S + 2|g|S ≤ ‖ϕ‖S.

Proof. Here we are following directly the proof of [11]. We are also using the
notation from the article and denoting ϕ as ηu,v, where u = (x1)ϕ and v = (x2)ϕ.
Remember that every ϕ is completely determined by these two elements.

It is direct from Lemma 3.18, Theorem 3.4 and the definition of outer group,
that there exists ξ, ξ′ ∈ LP2, P a product of positive automorphisms of type µ
and g ∈ F2 such that ϕ = ξPγgξ

′. The only condition we need to see is that
‖P‖S + 2|g|S ≤ ‖ϕ‖S .

We prove it by induction over m = ‖ϕ‖S . If ‖ϕ‖S = 2, then the result
is direct from Lemma 3.11 and Proposition 3.5, since ϕ is cyclically reduced.
Suppose true for norms smaller than m and let’s prove it for m. If u and v are
cyclically reduced, then once again the result is clear. So suppose, without lost
of generality, that u is not cyclically reduced, that is, there exists c ∈ S ∪ S−1

and u′ ∈ F2 such that u = c−1u′c and |u|S = |u′|S + 2 ≥ 3.
It is then not possible that v neither begins with c−1 or ends with c in

its reduced form. Suppose by contradiction that this is the case, then the
reduced form of um = c−1(u′)mc always starts with c and ends with c−1 for all
m ∈ Z\{0}, and the reduced form of vn neither starts with c−1 or ends with
c, for all n ∈ Z\{0}. We also can check one-by-one that uv±1, v±1u, u−1v±1

and v±1u−1 don’t have any cancellations for this the same reason. Since ηu,v
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is a well-defined automorphism of F2, 〈u, v〉 = F2, and so every element can be
written as um1vn1um2vn2 · · ·umtvnt with mi, ni ∈ Z\{0}, except for possibly m1
and nt which could be 0. Since no cancellations in-between the powers of u and v
occur in the previous expression, and |vn|S ≥ 1 and |um|S = 2 + |(u′)m| ≥ 3 for
all n,m ∈ Z\{0}, every word of length 1 (the element of S) must be a power
of v, and so the only remaining possibility is that c = vn for some n, but this is
a contradiction because vn doesn’t end with c for any n.

So v starts with c−1 or ends with c, and therefore |cvc−1|S ≤ |v|S . Now, we
factor ηu,v = ηu′,cvc−1γc, and observe that

‖ηu′,cvc−1‖S = |u′|S + |cvc−1|S ≤ |u|S − 2 + |v|S = ‖ηu,v‖S − 2.

Therefore, by the induction hypothesis, there exists ξ, ξ′ ∈ LP2, P a product
of positive automorphisms of type µ and h ∈ F2 such that ϕ = ξPγhξ

′ and
‖P‖S + 2|h|S ≤ ‖ηu′,cvc−1‖S . Note finally, that |(h)ξ′|S = |h|S since ξ′ cannot
produce any cancellation (it just permutes letters and changes all signs of some
generators), so ηu,v = ξPγhξ

′γc = ξPξ′γ(h)ξ′c, with

‖P‖S + 2|(h)ξ′c|S ≤ ‖P‖S + 2|h|S + 2 ≤ ‖ηu′,cvc−1‖S + 2 ≤ ‖ηu,v‖S ,

which proves the result.

Now we can prove the following big results.
Theorem 3.20. The auto-gap function of the free group F2 is α2(n) ∼ n2.
Proof. By Theorem 3.7 we have that n2 � α2(n), so we just need to see that
α2(n) � n2.

By Theorem 3.19, every automorphism of the free group is of the form
ϕ = ξPγgξ

′ where ξ, ξ′ ∈ LP2, P is a product of positive automorphisms of type
µ and g ∈ F2 such that ‖P‖S + 2|g|S ≤ ‖ϕ‖S . Its inverse is

ϕ−1 = ξ′−1γ−1
g P−1ξ−1 = ξ′−1P−1γhξ

−1,

with h = [(g−1)P−1].
Let’s compute their norms in S. By Proposition 3.5,

‖ϕ‖S = ‖Pγg‖S and ‖ϕ−1‖S = ‖P−1γh‖S
and by Corollary 2.7,

‖ϕ−1‖S ≤ ‖P−1‖S + 4|h|S ≤ ‖P−1‖S + 4|g−1|S‖P−1‖S = ‖P−1‖S(1 + 4|g|S).

Observe that since P is positive, no cancellations occur and its norm is equal
to 2 plus the number of chains (on its expression as product of automorphisms of
type κ), by Theorem 3.6. Observe also that in F2, any ϕ and ϕ−1 have the same
number of chains, since there are only two elements. Therefore, ‖P−1‖S ≤ ‖P‖S .

Hence, applying this inequality and ‖P‖S + 2|g|S ≤ ‖ϕ‖S , we obtain

‖ϕ−1‖S ≤ ‖P‖S(1 + 4|g|S) ≤ ‖ϕ‖S(1 + 2‖ϕ‖S).

In conclusion,

α2(n) = max{‖ϕ−1‖S | ϕ ∈ Aut(F2), ‖ϕ‖S ≤ n}
≤ max{‖ϕ‖S(1 + 2‖ϕ‖S) | ϕ ∈ Aut(F2), ‖ϕ‖S ≤ n}
= n(1 + 2n),

and so α2(n) ∼ n2.
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Proposition 3.21. The outer-gap function of the free group F2 is β2(n) = n.

Proof. We are going to see that ‖[ϕ]‖S = ‖[ϕ]−1‖S , which proves the result. By
Theorem 3.19, every outer automorphism can be written as [ϕ] = [ξPξ′] where
ξ ∈ LP2 and P is a product of positive automorphisms of type µ. Since P is
positive, it is cyclically reduced, and we can easily see then that ξPξ′ is also
cyclically reduced.

Finally, we see that P−1 is also cyclically reduced. This is because the
(reduced) expression (xi)P−1 over S uses only the letters xi and x−1

j for j 6= i.
Consequently, there are also no cancellations in its construction, so ‖P‖S =
‖P−1‖S , by the same argument from the proof of Theorem 3.20.

In conclusion, by Proposition 3.5,

‖[ϕ]‖S = ‖[ξPξ′]‖S = ‖ξPξ′‖S = ‖P‖S
= ‖P−1‖S = ‖ξ′−1P−1ξ−1‖S = ‖[ξ′−1P−1ξ−1]‖S = ‖[ϕ]−1‖S .

4 Baumslag-Solitar group BS(1, N) and its auto-
gap function

Now let’s study the αS(n) function over a new family of groups: the Baumslag-
Solitar groups BS(1, N) = 〈a, t | tat−1 = aN 〉 for N ∈ Z, |N | > 1, with respect
to the generating set S = {a, t}. Firstly, we are going to mention some of this
group’s basic properties and define its automorphism group.

Note that manipulating the relation tat−1 = aN , we obtain ta = aN t and
at−1 = t−1aN . Inverting the equations gives us that ta−1 = a−N t and a−1t−1 =
t−1a−N , so we can easily verify then that

tαaβ = aβN
α

tα aβt−α = t−αaβN
α

for all α > 0 and β ∈ Z. Given any expression over S of any element of BS(1, N)
we make the following observations. First, we can see that we can move the
positive powers of t to the right-most side of the word, and also move the negative
powers of t to the left-most side by raising (the necessary times) a to the N -th
power (or by the above formulas). For example,

t3at−1a2t−3 = aN
3
t3t−1a2t−3 = aN

3
a2N2

t2t−3 = a2N2+N3
t−1.

Now, given a finite expression of an element w ∈ BS(1, N), we define the
total x-exponent of an expression of w, denoted |w|x, as the sum of all exponents
of all x ∈ S appearing in an expression of the element. We can easily see that
the total t-exponent is an invariant of the expression of the element, while the
total a-exponent is not well-defined for elements in BS(1, N).

We will be using Britton’s Lemma, that is applicable because BS(1, N) are
particular cases of HNN extensions:

Lemma 4.1 (Britton’s Lemma [5]). Let w be a word over S = {a, t}. If w
equals the trivial element in BS(1, N), then it is the empty word, or it contains
a subword of the type taαt−1 or t−1aαN t, for some α ∈ Z.

Corollary 4.2. In BS(1, N), an = am if and only if n = m.
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Proof. The left implication is direct. Suppose that an = am in BS(1, N), then
an−m = 1BS(1,N) and by Britton’s Lemma (4.1), n = m.

These observations allow us to introduce this proposition given in [3],

Proposition 4.3. Every element in BS(1, N) can be uniquely written as a word
of the form t−paqtr with p, r ≥ 0 and q ∈ Z, and such that if N |q then pr = 0.
This expression is called the normal form of the element.

Proof. By the previous observations it is clear that any element in BS(1, N) can
be written as t−paqtr with p, r ≥ 0 and q ∈ Z. Note that if N |q (say, q′N = q)
and p, r > 0, then t−paq′N tr = t−p+1aq

′
tr−1 which is also of the previous form.

This transformation can be done recursively as long as N divides the exponent
of a and both of the exponents of t are non-zero, allowing us to conclude that
all elements in BS(1, N) can be written as t−paqtr with p, r ≥ 0 and q ∈ Z such
that pr = 0 if N |q.

Now let’s see that this expression is unique. Let t−paqtr = t−p
′
aq
′
tr
′ be two

such expressions representing the same element in BS(1, N). Since the total
t-exponent is an invariant, r − p = r′ − p′. Suppose without lost of generality
that p′ ≤ p, so p− p′ = r − r′ =: s ≥ 0. Then,

t−paqtr = t−p
′
aq
′
tr
′
⇐⇒ aq = tp−p

′
aq
′
tr
′−r = tsaq

′
t−s = aq

′Ns ,

and therefore q = q′Ns by Corollary 4.2. If N 6 | q, then q = q′ and s = 0 (p = p′

and r = r′). If instead N |q, then by hypothesis pr = p′r′ = 0, and together with
p− p′ = r − r′ = s ≥ 0 we obtain that s = 0. In conclusion, the expression is
unique.

We are also going to study the powers of elements of the form t−paqtp+1,
for p ≥ 0 and q ∈ Z. Clearly, for all m > 0

(t−paqtp+1)m = (t−paqtp+1)(t−paqtp+1) m)· · · (t−paqtp+1)

= t−paq(taq)(taq)m − 1)· · · (taq)tp+1

= t−paq(aqN t)(aqN t)m − 1)· · · (aqN t)tp+1

= t−paq+qN (taqN )m − 2)· · · (taqN )ttp+1

= · · ·
= t−paq(1+N+···+Nm−1)tm−1tp+1,

and we’ll also denote 1 +N + · · ·+Nm−1 as Σm.

4.1 The automorphism group of BS(1, N)
Now let’s understand the automorphism group of BS(1, N). We’ll construct and
see the structure of all automorphisms and their inverses following the explanation
in [15], but giving the complete description of the group’s automorphism. Clearly,
any endomorphism of BS(1, N) is completely determined by its image of a and
t. Also, any endomorphism ϕ must verify

aϕ = t−paqtr and tϕ = t−αaβtγ
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with p, r, α, γ ≥ 0 and q, β ∈ Z. If we are interested in having these in normal
form, we’ll impose: if N |q, then pr = 0, and if N |β, then αγ = 0. To ensure
that ϕ is well-defined, the relation must be preserved, that is (tat−1)ϕ = aNϕ.
Since the total exponent sum of t is invariant, we have that |(tat−1)ϕ|t =
−|tϕ|t + |aϕ|t + |tϕ|t = r− p and |aNϕ|t = N |aϕ|t = N(r− p), thus r = p since
N 6= 1.

We assume therefore that p = r and compute the images of both tat−1

and aN by ϕ. We have that

(tat−1)ϕ = (t−αaβtγ)(t−paqtp)(t−γa−βtα) = t−αaβt−ptγaqt−γtpa−βtα

= t−αt−paβN
p

aqN
γ

a−βN
p

tptα = t−p−αaqN
γ

tp+α,

and aNϕ = t−paqN tp, so conjugating both expressions by t−p−α,

aqN
γ

= t−p+p+αaqN tp−p−α = aqN
α+1

and qNγ = qNα+1, so either q = 0 or γ = α + 1. Thus, using the previous
notation, ϕ is an endomorphism if and only if p = r and either q = 0 or γ = α+1.
Note also that if q = 0, then aϕ = 1BS(1,N), which tells us that ϕ is not an
automorphism. So we are just studying the other case, since this one doesn’t
interest us. Summing up, any automorphisms in BS(1, N) must verify that

aϕ = t−paqtp and tϕ = t−αaβtα+1

with p, α ≥ 0 and q, β ∈ Z, q 6= 0.
Now we want to study the sufficient and necessary extra conditions we must

impose to guarantee invertibility. We will use the well-known property that
BS(1, N) groups are Hopfian, that allows us to conclude that ϕ is invertible if
there exists an endomorphism φ such that ϕφ = id. As a consequence, we will
have that φ = ϕ−1. Clearly, since φ is going to be invertible we suppose q 6= 0
to obtain that

aφ = t−rastr and tφ = t−δaεtδ+1

with r, δ ≥ 0 and s, ε ∈ Z such that s 6= 0. Now, we impose that ϕφ = id, so,
using the relation we computed before,

a = a(ϕφ) = (t−paqtp)φ = (t−δaatδ+1)−p(t−rastr)q(t−δaεtδ+1)p

= (t−δaεΣptp+δ)−1(t−raqstr)(t−δaεΣptp+δ)
= (t−p−δa−εΣptδ)(t−raqstr)(t−δaεΣptp+δ)
= t−p−δa−εΣpt−rtδaqst−δtraεΣptp+δ

= t−p−δ−ra−εΣpN
r

aqsN
δ

aεΣpN
r

tp+δ+r

= t−p−δ−raqsN
δ

tp+δ+r

= t−p−raqstp+r.

Therefore,
aqs = tp+rat−p−r = aN

p+r

and qs = Np+r. In particular, q and s must divide a power of N .
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We also need to see what happens when t = t(ϕφ), which makes use of the
previous calculation

t = t(ϕφ) = (t−αaβtα+1)φ = (t−δaεtδ+1)−α(t−rastr)β(t−δaεtδ+1)α+1

= [(t−δaεtδ+1)−α(t−rastr)β(t−δaεtδ+1)α](t−δaεtδ+1)
= [t−α−raβstα+r](t−δaεtδ+1)

= t−α−r−δaβsN
δ

aεN
α+r

tα+r+δ+1

= t−α−r−δaβsN
δ+εNα+r

tα+r+δ+1,

so, aβsNδ+εNα+r = 1BS(1,N) and hence εNα+r = −βsNδ. This relation allows
us to define tφ depending on the other constants, that is:

tφ = t−δaεtδ+1 = t−δ−α−raεN
α+r

tδ+α+r+1

= t−δ−α−ra−βsN
δ

tδ+α+r+1 = t−α−ra−βstα+r+1.

In conclusion, we have that

Theorem 4.4. Let ϕ be an endomorphism of BS(1, N). Then ϕ ∈ Aut(BS(1, N))
if and only if ϕ verifies

aϕ = t−paqtp and tϕ = t−αaβtα+1

for some p, α ≥ 0 and q, β ∈ Z, such that q 6= 0 divides a power of N . We will
call this automorphism ϕp,q,α,β.

The inverse of ϕp,q,α,β is ϕr,s,α+r,−βs, where r ≥ 0 and s ∈ Z verify qs =
Np+r.

Observe that any choice of r ≥ 0 and s ∈ Z such that qs = Np+r is satisfied,
gives a unique ϕr,s,α+r,−βs by the group’s relation, so the inverse is well-defined.

Let’s make a quick note about having |aϕ|S and |tϕ|S in normal form, since
it is always preferable, and necessary for later. If we suppose that they are, that
is, if N |q, then p = 0, and if N |β, then α = 0; then we can ensure that |aφ|S is
also in normal form, by choosing r ≥ 0 and s ∈ Z as the smallest absolute values
satisfying qs = Np+r. On the other hand, |tφ|S is much harder to reduce into
normal form, since we might have N |βs and α+ r > 0, and any representation
in normal form must take into consideration whether N , or any of its powers,
divide βs or not, which is not direct nor easy.

By imposing normal form, we obtain that this analogous result that ensures
some uniqueness

Theorem 4.5. Let ϕ be an endomorphism of BS(1, N). Then ϕ ∈ Aut(BS(1, N))
if and only if ϕ verifies

aϕ = t−paqtp and tϕ = t−αaβtα+1

for some p, α ≥ 0 and q, β ∈ Z, such that q 6= 0 divides a power of N , if N |q
then p = 0, and if N |β, then α = 0.

The inverse of ϕp,q,α,β is ϕr,s,α+r,−βs where r ≥ 0 and s ∈ Z are the smallest
absolute values such that qs = Np+r (in particular, if N |s then r = 0).

Note that with these restrictions, |aϕ|S, |tϕ|S and |aϕ−1|S are in normal
form, but not necessarily |tϕ−1|S. In this case we say ϕ is in normal form.
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Note also that each choice of values satisfying the hypothesis gives a unique
automorphism and inverse, and that s and r are completely determined by p
and q, and even though, we cannot express implicitly r and s in terms of p and q
in a general way, we can bound them, as we see in the following lemma. In
this lemma, we are directly stating the inequalities that are needed for the final
result.

Lemma 4.6. Using the previous notation for ϕ in normal form, we have that
the inequalities r ≤ log2 |q| and log|N | |s| ≤ p+ log2 |q| verify.

Proof. Let’s prove that r ≤ log2 |q|. Let m ≥ 0 be the integer such that q 6 | Nm−1

and q|Nm (take m = 0 if q = ±1). By construction, there exists q′ ∈ Z such
that qq′ = Nm and N 6 | q′. We are going to see the result in two parts, first
r ≤ m and then m ≤ log2 |q|.

For the first inequality, observe that we have q′Nr+p = q′qs = sNm, and so

i) If m < p, then Nr+p−m|s, and therefore r = 0 ≤ m.

ii) If m = p, then q′Nr = s and since r, s are minimal, q′ = s and r = 0 ≤ m.

iii) If m > p, then q′Nr = sNm−p and r 6= 0, so N 6 | s. Therefore, s = q′ and
r = m− p ≤ m.

Let see now that m ≤ log2 |q|, which is equivalent to 2m ≤ |q|, so we prove
this one. Being clear for m = 0, suppose m > 0. Let |N | = p1 · · · pk be the
decomposition of |N | into primes (with p1 ≤ p2 ≤ · · · ≤ pk). We see that
there exists l ∈ {1, . . . , k} such that pml |q. Note that if this wasn’t the case,
then q|(p1 · · · pk)m−1 = |N |m−1 because q|Nm and pmi 6 | q for all i, which is a
contradiction with the minimality of m. Therefore, there exists l such that pml |q,
and thus 2m ≤ pml ≤ |q|. In conclusion, r ≤ m ≤ log2 |q|.

Now let’s prove log|N | |s| ≤ p + log2 |q|. From the relation qs = Np+r we
obtain the inequality

log|N | |s| ≤ log|N | |s|+ log|N | |q| = p+ r,

and applying the first inequality, we obtain

log|N | |s| ≤ p+ log2 |q|.

4.2 Auto-gap function of BS(1, N)
To prove the value of the auto-gap function of BS(1, N), we will need just one
more essential result, that comes from [3].

Proposition 4.7. Let g be an element in BS(1, N) of the form w = t−paqtr

with p, r ≥ 0 and q ∈ Z, q 6= 0. Then

|g|S ≤ D(p+ r + log|N | |q|+ 1).

where D is the constant D = |N |+ 1 > 1.
Additionally, if the previous expression for g is in normal form, then

|g|S ≥ C(p+ r + log |q|),

where C is the constant 0 < 1
2(log |N |+1) < 1 and the logarithm is taken in any

well-defined base.
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Proof. To prove the first inequality, we will need to write g in a short enough way.
Note that the present expression g = t−paqtr is too long because |q| > log|N | |q|.
We need to find an alternative, more clever way.

We write |q| in base |N | as

|q| =
n∑
i=0

qi|N |i

with 0 ≤ qi < |N | and qn 6= 0. Depending on the signs of q and N , there
exists a choice of signs εi ∈ {±1} such that q =

∑n
i=0 εiqiN

i. We have that
n = blog|N | |q|c and that

t−paqtr = t−paε0q0+ε1q1N+···+εnqnNntr

= t−paε0q0aε1q1N · · · aεnqnN
n

tr

= t−paε0q0taε1q1t−1t2 · · · t−n−1tnaεnqnt−ntr

= t−p(aε0q0taε1q1t · · · taεnqnt−n)tr.

Observe that |aεiqit|S ≤ |N |, so

|t−paqtr|S = |t−p(aε0q0taε1q1t · · · taεnqnt−n)tr|S
≤ |t−p|S + |aε0q0t|S + · · ·+ |aεn−1qn−1t|S + |aεnqn |S + |t−n|S + |tr|S
≤ p+ (n+ 1)|N |+ n+ r

≤ p+ r + (|N |+ 1)(n+ 1)
≤ (|N |+ 1)(p+ r + n+ 1)
≤ (|N |+ 1)(p+ r + log|N | |q|+ 1).

For the lower bound, let |g|S = k and let b1 · · · bk be a minimal expression of g
over S (where each bi ∈ S∪S−1). We define a sequence of elements g0, g1, . . . , gk
such that g0 = 1BS(1,N), gi = b1 · · · bi and gk = g. Let t−piaqitri be the normal
form of gi for all i. Since g1 is the identity, the sequence {pi + ri}ki=0 must go
from 0 to p + r in k steps. Since the t-exponent in g is invariant under any
expression, the sequence might increase or decrease by at most one unit every
step, and therefore p+ r ≤ k.

Now consider the sequence {|qi|}ki=0, that changes as follows:

i) If bi+1 = t, then gi+1 = git and |qi| = |qi+1|.

ii) If bi+1 = t−1, then gi+1 = git
−1 and |qi| = |qi+1|, except when ri = 0, where

we have that

gi+1 = git
−1 = t−piaqit−1 = t−pi−1aNqi ,

and so log |qi+1| = log |N |+log |qi| > log |qi|. Therefore, |qi+1| stays constant
with respect to |qi| or increases by a multiplication by |N |.

iii) If bi+1 = a±1, then gi+1 = gia
±1 and

gi+1 = gia
±1 = t−piaqitria±1 = t−piaqi±N

ri
tri

and so |qi+1| = |qi ± Nri |. Therefore, |qi+1| varies at most by |N |ri with
respect to |qi|.
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Consequently, since ri ≤ pi + ri ≤ k,

|qi+1| ≤ max{|Nqi|, |qi|+ |N |ri}
≤ max{|Nqi|, |qi|+ |N |k}
≤ |Nqi|+ |N |k,

and recursively (starting with |q0| = 1), we obtain

|q| = |qk| ≤ |N ||qk−1|+ |N |k

≤ |N |(|N ||qk−2|+ |N |k) + |N |k

= |N |2|qk−2|+ |N |k+1 + |N |k ≤ · · ·

≤ |N |k|q0|+
k−1∑
i=1
|N |k+i =

k−1∑
i=0
|N |k+i

< k|N |2k−1 < k|N |2k.

Therefore, log |q| ≤ log k + 2k log |N | < k + 2k log |N | = k(1 + 2 log |N |) and

p+ r + log |q| ≤ k + k(1 + 2 log |N |) = 2k(1 + log |N |).

And finally, dividing by 2(1 + log |N |), we obtain

C(p+ r + log |q|) = 1
2(1 + log |N |) (p+ r + log |q|) ≤ k = |g|S .

Note that all operations for this last inequality work with the logarithm taken
in any basis, so we did denote it without the subscript in its notation: log.

Now, will use these bounds to prove the following ones for the norms of an
automorphism and its inverse.

Lemma 4.8. Let ϕ = ϕp,q,α,β be an automorphism of BS(1, N) in normal form.
Then,

‖ϕ‖S ≥ C(2p+ 2α+ 1 + log2 |β|+ log2 |q|),
‖ϕ−1‖S ≤ D(2p+ 2α+ 3 + log2 |β|+ 6 log2 |q|),

where C−1 = 2(log2 |N |+ 1) and D = |N |+ 1 (in the case β = 0, we substitute
the undefined value log2 |β| for 0 in the previous expressions).

Proof. In this proof we are using the notation of Theorem 4.5. By definition
of norm we have that ‖ϕ‖S = |aϕ|S + |tϕ|S and ‖ϕ−1‖S = |aϕ−1|S + |tϕ−1|S ,
so we will only need to compute the respective lower and upper bounds for the
length of those images of the generators. We start with the case β 6= 0.

Since ϕ is in normal form, we obtain a lower bound for |aϕ|S = |t−paqtp|S
and |tϕ|S = |t−αaβtα+1|S using Proposition 4.7 (where we choose the logarithm
in base 2):

|aϕ|S ≥ C(2p+ log2 |q|)
|tϕ|S ≥ C(2α+ 1 + log2 |β|),
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and therefore,

‖ϕ‖S ≥ C(2p+ 2α+ 1 + log2 |β|+ log2 |q|).

Applying now the upper bound from Proposition 4.7 for |aϕ−1|S = |t−rastr|S
and |tϕ−1|S = |t−α−ra−βstα+r+1|S we obtain

|aϕ−1|S ≤ D(2r + log|N | |s|+ 1)
|tϕ−1|S ≤ D(2r + 2α+ 1 + log|N | |βs|+ 1)

= D(2r + 2α+ 2 + log|N | |β|+ log|N | |s|).

Note that the expression of |tϕ−1|S is not in general in normal form, but this
was not required for the upper bound in the proposition.

Now, applying the inequalities from Lemma 4.6, we get

|aϕ−1|S ≤ D(2 log2 |q|+ p+ log2 |q|+ 1)
|tϕ−1|S ≤ D(2 log2 |q|+ 2α+ 2 + log|N | |β|+ p+ log2 |q|).

Finally, using the fact that log|N | ≤ log2 as functions over [1,∞), we obtain
the last result:

‖ϕ−1‖S ≤ D(2p+ 2α+ 3 + log2 |β|+ 6 log2 |q|).

Now we just need to make a comment about the case β = 0. Remember
that by the definition of normal form, this implies that α = 0 and so |tϕ|S =
|t−1ϕ|S = |t|S = 1. We can still use the bounds for |aϕ|S and |aϕ−1|S to obtain
that

‖ϕ‖S ≥ C(2p+ log2 |q|) + 1 ≥ C(2p+ 1 + log2 |q|),
‖ϕ−1‖S ≤ D(p+ 3 log2 |q|+ 1) + 1 ≤ D(2p+ 3 + 6 log2 |q|),

which are the wanted inequalities.

Theorem 4.9. The auto-gap function of the Baumslag-Solitar group BS(1, N)
with |N | > 1 verifies that α(n) ∼ n.
Proof. Observe the value mϕ := 2p+ 2α + 1 + log2 |β|+ log2 |q| is completely
determined by ϕ = ϕp,q,α,β ∈ Aut(BS(1, N)) in normal form (taking into consid-
eration the substitution for the case β = 0 as before). Therefore,

2p+ 2α+ 3 + log2 |β|+ 6 log2 |q| ≤ 12p+ 12α+ 6 + 6 log2 |β|+ 6 log2 |q| = 6mϕ,

so, by Lemma 4.8, we have that ‖ϕ‖S ≥ Cmϕ and

‖ϕ−1‖S ≤ 6Dmϕ ≤
6D
C
‖ϕ‖S .

This is valid for every ϕ ∈ Aut(BS(1, N)), so

α(n) = max{‖ϕ−1‖S | ϕ ∈ Aut(BS(1, N)), ‖ϕ‖S ≤ n}
≤ max{ 6D

C ‖ϕ‖S | ϕ ∈ Aut(BS(1, N)), ‖ϕ‖S ≤ n}

= 6D
C
n,

proving that α(n) � n.
Finally, we get the other direction, n � α(n), because Inn(BS(1, N)) is indeed

infinite (2.9).
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Observe that we end up with a function of linear growth, which is one of the
simplest cases of growth, but that the proof is actually quite complex. This tells
us that finding the auto-gap function of a group, in general, is a very difficult
task to complete.

5 Bounding the gap between a virtual automor-
phism and its inverse

Let us introduce the concept of virtual automorphism of a group and some of its
properties, as described in [14].

Definition 5.1 (Virtual automorphism). Let G be a group. A virtual automor-
phism φ of G (also denoted φ : G 99K G) is a group isomorphism φ : H −! K,
where H and K are subgroups of G of finite index. We refer to H as the domain
of φ, and we denote it by Domφ; and, as usual, we refer to K = Imφ as the
image of φ. We denote the set of virtual automorphisms of G as VAut(G).

For every virtual automorphism φ we can consider inverse, φ−1 : K −! H.
Also, for every subgroup H of G of finite index, we can define the identical
virtual automorphism over H as idH : H −! H such that h 7−! h for all h ∈ H.
Note also that Aut(G) ⊆ VAut(G).

This set has an operation that gives it the structure of a monoid. Let
φ1 : H1 −! K1 and φ2 : H2 −! K2 be two virtual automorphisms of G, then
we define its product as

φ1φ2 : (H2 ∩K1)φ−1
1 −! (H2 ∩K1)φ2

hφ−1
1 7−! hφ2

and clearly VAut(G) is closed by this operation, since the intersection of sub-
groups of finite index is a subgroup of finite index:

[G : H2 ∩K1] ≤ [G : H2][G : K1] <∞

and we know that (H ∩ K)φ = (H)φ ∩ (K)φ for all φ group isomorphisms
and H,K subgroups. This operation is also associative, and idG is the identity
element of this operation, so VAut(G) is a monoid, but it isn’t a group, since the
property of invertibility isn’t satisfied (we have for φ : H −! K that φφ−1 = idH
and φ−1φ = idK , but generally idH , idK 6= idG).

It is not important for our work whether VAut(G) is a group, a monoid
or none of the former; the only necessary condition is that there is a notion
of an inverse for every virtual automorphism. We can check in the previous
sections that the property that Aut(G) and Out(G) are groups is not used in the
definition of the auto-gap and outer-gap functions, or in main results (2.4 and
2.5); and that the only places where the group axioms are used is for specific
calculations of some bounds.

Even though we are not going to work with it, there’s a group that derives
from VAut(G) to whom we must dedicate at least a paragraph. The definition
of this group requires the introduction of the following relation.

Definition 5.2 (Commensurable virtual automorphisms). We say that two
virtual automorphisms φ1 : H1 −! K1 and φ2 : H2 −! K2 are commensurable
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if there exists a subgroupH ≤ H1∩H2 of finite index inG, such that φ1|H = φ2|H .
In this case we write φ1 ≈ φ2.

We can easily verify that the relation ≈ is an equivalence over VAut(G).
Note that all identical virtual automorphisms are commensurable to idG, so in
particular φφ−1 ≈ idG and φ−1φ ≈ idG for all virtual automorphism φ, and thus
VAut(G)/≈ with the induced operation has the structure of group. This group is
called the abstract commensurator of G, denoted Comm(G).

More information about the abstract commensurator can be found in [1, 14],
but we are working instead with VAut(G) because it is simpler and because, as
we said, the condition of being a group is not needed.

We are now interested in searching a way to understand the gap between a
virtual automorphism φ and its inverse φ−1 in similar sense. The main idea is
to find analogous definitions to those of Subsection 2.1.

Since deducing a set of generators for a subgroup is a non-trivial task that
can be done in multiple ways, we need to find a way to canonically assign a finite
generating set to every subgroup of finite index in G. Hence, we introduce the
concept of Schreier graphs.

5.1 Schreier graphs
The definition of Schreier coset graph and the proof of Schreier’s Lemma, from
where we are basing this section, can be found in [4, 6, 12].

Definition 5.3 (Schreier coset graph). Given a finitely generated group G, a
generating set S = {x1, . . . , xs} of G and a subgroup H ≤ G of finite index
m, we define Schreier’s coset graph Γ̄ = Γ̄(G,H, S) as the finite directed graph
whose vertices are the right cosets {H = Hg1, . . . ,Hgm} of H in G, and whose
edges are (Hgi, Hgixj) (the edge from Hgi to Hgixj) for all i = 1, . . . ,m and
j = 1, . . . , s. These edges are labelled canonically, that is, the edge from Hgi to
Hgixj is labelled as xj .

We must make some quick comments and observations from this definition.
As we said, the graph is directed, with s different outgoing edges labelled with
x1, . . . , xs for each vertex Hgi, but there are also s incoming edges, corresponding
to the edges (Hgix−1

j , Hgi) for all j = 1, . . . , s, also labelled with x1, . . . , xs.
Therefore, Schreier coset graphs are regular, but bear in mind that the graph
can contain loops and multiple edges.

Since Schreier graph is directed, we are denoting its set of edges as E Γ+, and
we are defining the set

E Γ− = {e−1 := (v, u) ∈ V Γ̄2 | e = (u, v) ∈ E Γ+},

that can be thought as the edges running in the opposite direction. They are
also labelled: the edge (v, u) ∈ E Γ− is labelled with the inverse of the label of
(u, v) ∈ E Γ+ (if (u, v) is labelled as xj , then (v, u) is labelled as x−1

j ). We let
E Γ = E Γ+ t E Γ− denote the disjoint union of both edge sets, and we define a
new graph Γ := (V Γ̄,E Γ).

Note that if we are in Hgi, and we follow an edge from E Γ+ labelled with xj
(respecting the direction of the edge), we end up at Hgixj , that is, we end up to
the right multiplication of Hgi by xj , when we view them as cosets. Analogously,
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if we decide to follow the edge from E Γ− labelled with x−1
j , then we end up at

Hgix
−1
j , which corresponds to the right multiplication of Hgi by x−1

j .
We label all walks γ over Γ by concatenation. Formally, if γ goes through

the edges e1, e2, . . . , el in that order (and respecting the direction), then its
label `(γ) is the word in S of length l such that the i-th letter is the label of ei.
As always, `(γ) can be seen as an element of G, and every element of G can be
written as the label of a walk on the graph starting at any vertex of the graph.

If we follow the walk labelled with `(γ) = xε1
i1
xε2
i2
· · ·xεlil that starts in Hgi,

we will end up at Hgixε1
i1
xε2
i2
· · ·xεlil . This proves that the graph is connected,

because every non-trivial element gi ∈ G can be expressed as xε1
i1
xε2
i2
· · ·xεlil , and

therefore H is connected to Hgi by a walk labelled with xε1
i1
xε2
i2
· · ·xεlil .

Note also that if we consider a closed walk γ in H (starting and finishing
at H), then we have that H = H · `(γ), which happens if and only if `(γ) ∈ H,
so actually H = {`(γ) | γ is a closed walk in H}. Clearly, the words in S are in
bijection with the walks starting at H (or at any other point), and even more
precisely, the reduced words in S are in bijection with the walks in H without
any backtracking (so that at no point does it go through the same edge twice in
a row).

In Γ, for every incoming edge from u to v, there’s an outgoing edge from u
to v, that allows us to think that Γ is an undirected graph (by viewing every
pair of these edges as a unique non-directed edge).

Let us introduce some new notation needed to prove Schreier’s Lemma: for
any tree T and any two distinct vertices u, v, we denote the unique walk from u
to v along T as T[u, v], and we define T[v, v] as the empty walk. By definition of
tree, these walks are well-defined and unique. Also, if γ and γ′ are walks that,
respectively, end and start at the same vertex, we can define its composition, γ ·γ′,
in the usual way. Moreover, `(γ · γ′) = `(γ) `(γ′) in G.

With all these observations, Schreier’s Lemma can be proven

Lemma 5.4 (Schreier’s lemma). Let T be a spanning tree of Γ = Γ(G,H, S).
For all e = (Hgi, Hgj) ∈ E Γ+, we define Xe = `(T[H,Hgi] · e · T[Hgj , H]),
which is trivial in G if e ∈ ET. Then,

H = 〈Xe | e ∈ E Γ+\ET〉,

and more precisely, {Xe | e ∈ E Γ+\ET} is a generating set for H with at most
m(s− 1) + 1 elements. Also, Xe−1 = X−1

e .

Proof. Since Γ is connected, T is well-defined and so is every T[Hgi, Hgj ]. Clearly,
if e = (Hgi, Hgj) ∈ E Γ+, then T[H,Hgi] · e ·T[Hgj , H] is a closed walk in Γ. In
particular, Xe ∈ H for all e ∈ E Γ+. If e ∈ ET, then this closed walk is over the
tree T, so it cannot have a cycle and its label must be trivial in G, so we can
exclude them as generators of H.

Now let’s see that H ⊆ 〈Xe | e ∈ E Γ+\ET〉: we consider a non-trivial h ∈ H
with a reduced expression h = xε1

i1
xε2
i2
· · ·xεlil , and the closed walk in Γ starting

at H with label xε1
i1
xε2
i2
· · ·xεlil . Say this walk corresponds to γ = eε1

1 · e
ε2
2 · · · · · e

εl
l ,

where each ek ∈ E Γ+ labelled with xik . If eεk1
k1
, . . . , e

εkr
kr

correspond to all the
edges (in order) that are not in the tree, then γ can be written as

γ = γ1 · e
εk1
k1
· γ2 · e

εk2
k2
· · · · · γr · e

εkr
kr
· γr+1
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where γ1 = eε1
1 · · · · · e

εk1−1
k1−1 (or γ1 is the empty walk when eε1

1 = e
εk1
k1

), γt =
e
εkt−1+1

kt−1+1 · · · · · e
εkt−1
kt−1 for all t = 2, . . . , r (or empty when e

εkt−1
kt−1

= e
εkt−1
kt−1 ) and

γr+1 = e
εkr+1
kr+1 · · · · · e

εl
l (or empty if eεkrkr = eεll ). Observe that all these walks are

completely contained in T.
Now we are going to prove that h = `(γ) can be written in G as a product of

elements in {Xe | e ∈ E Γ+\ET} and their inverses. Using the previous notation,
we have that, for all t = 2, . . . , r,

γ1 = T[H,Hxε1
i1
xε2
i2
· · ·xεk1−1

ik1−1
]

γt = T[Hxε1
i1
xε2
i2
· · ·x

εkt−1
ikt−1

, Hxε1
i1
xε2
i2
· · ·xεkt−1

ikt−1
]

γr+1 = T[Hxε1
i1
xε2
i2
· · ·xεkrikr , Hx

ε1
i1
xε2
i2
· · ·xεlil ] = T[Hxε1

i1
xε2
i2
· · ·xεkrikr , H]

and since γt are walks over the tree,

`(γt) = `(T[Hxε1
i1
xε2
i2
· · ·x

εkt−1
ikt−1

, Hxε1
i1
xε2
i2
· · ·xεkt−1

ikt−1
])

= `(T[Hxε1
i1
xε2
i2
· · ·x

εkt−1
ikt−1

, H]) `(T[H,Hxε1
i1
xε2
i2
· · ·xεkt−1

ikt−1
]).

In conclusion,

`(γ) = [`(γ1) `(eεk1
k1

)][`(γ2) `(eεk2
k2

)] · · · [`(γr) `(e
εkr
kr

)] `(γr+1)
= [`(T[H,Hxε1

i1
xε2
i2
· · ·xεk1−1

ik1−1
]) `(eεk1

k1
)][`(T[Hxε1

i1
xε2
i2
· · ·xεk1

ik1
, H])

`(T[H,Hxε1
i1
xε2
i2
· · ·xεk2−1

ik2−1
]) `(eεk2

k2
)][`(T[Hxε1

i1
xε2
i2
· · ·xεk2

ik2
, H]) · · ·

`(T[H,Hxε1
i1
xε2
i2
· · ·xεkr−1

ikr−1
]) `(eεkrkr )] `(T[Hxε1

i1
xε2
i2
· · ·xεkrikr , H])

= X
εk1
ek1

X
εk2
ek2
· · ·Xεkr

ekr .

This proves that every element h ∈ H can be written as the product of
elements of {X±1

e | e ∈ E Γ+\ET}. Thus, H = 〈Xe | e ∈ E Γ+\ET〉.
Finally, since Γ and T are finite graphs, {Xe | e ∈ E Γ+\ET} is a finite set

of cardinality at most |E Γ+| − |ET| (equality holds if and only if all Xe are
pairwise different as elements of G). We have that Γ̄ is a s-regular finite graph
with m vertices, and T is a spanning tree of Γ, so |ET|+ 1 = |VT| = |V Γ|, and

|{Xe | e ∈ E Γ+\ET}| ≤ sm−m+ 1 = m(s− 1) + 1.

Observe that Schreier’s Lemma serves as direct proofs of the following two
important results in group theory.

Corollary 5.5. Every subgroup of finite index of a finitely generated group is
finitely generated.

Corollary 5.6. Let G be a finitely generated group and m ≥ 1 fixed. Then,
there are a finite number of subgroups of G of finite index m.

We also know that the number of subgroups of index n might be very big, as
shown in [10].

Note also that this generating set is not necessarily minimal, and might even
contain repeated elements and trivial ones. This won’t cause any problems, but
is a thing to bear in mind. This bound cannot be improved, as shown by this
well-known result.
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Theorem 5.7 (Schreier’s index formula). Let Fr be the group of rank r and H
a subgroup of finite index m. Then,

rank(H) = m(r − 1) + 1.

Here we are not proving this result, but we can find a proof in [16].
As previously stated, we are interested in defining a set of generators of H

that only depend on G and S, and this lemma gives us a transversal that only
depends on the spanning tree T. This set is called as Schreier’s transversal,
which is defined as T = {`(T[H, v]) | v ∈ VT}. Observe that the elements of
the T verify the fact that if xε1

i1
xε2
i2
· · ·xεlil ∈ T , then x

ε1
i1
xε2
i2
· · ·xεjij ∈ T for all

j ≤ l.
As we said, the generating set of H depends on the choice we make of the

spanning tree, so what we need to find now is a way of canonically constructing
such a tree, in a way that depends only on the original group G and its generator
set S.

Let’s explain how we can do this: We define an order ≤ in S,

x1 < x2 < · · · < xs

that induces an order in S ∪ S−1 as follows:

x1 < x2 < · · · < xs < x−1
1 < x−1

2 < · · · < x−1
s

where x−1
i is omitted if it has appeared before (for example, when xi is order 2).

We denote this generating set with a fixed order as S = (S,≤). This allows us
to define the spanning tree T = T(Γ,S) step-by-step using a recursive algorithm.

Proposition 5.8 (Algorithm for the construction of T). The following algorithm
allows us to construct a canonical spanning tree T = T(Γ,S) over Γ = Γ(G,H, S):

1. We start with T being just the vertex H, and we initiate an ordered sequence
of vertices {σi}i that for now only includes H.

2. Then the recursive algorithm is applied, until i) cannot be satisfied:

i) We take the first element Hgi in the sequence {σi}i that has a neighbour
in Γ that is not already a vertex of T.

ii) We get the smallest element xεjj in S ∪S−1 (with respect to ≤) such that
Hgix

εj
j /∈ VT.

iii) We add this vertex to the end of the ordered sequence, and also to T
together with the edge that connects it to Hgi.

3. The algorithm ends after the m-th step (considering the initial step as one),
when T is a spanning tree of Γ.

Proof. We just need to see it is well-defined. The algorithm only depends on S
and the original Γ, so if we see that T is a well-defined tree in every step, and
that the algorithm correctly stops when T is a spanning tree and not before,
then we are done.

Let’s see that it is a tree every step of the way. The initial step corresponds
to a tree, so let’s prove the recurring part. If i) is satisfied, then ii) must be also
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satisfiable. Choosing a vertex that is not already in VT, guarantees that when
we add it to the tree together with the connecting edge, that it won’t be already
connected to any other edge, so the resulting graph is a well-defined tree.

Now let’s see the algorithm stops after the m-th step, that is when T is a
spanning tree. If it stops before, then that means that we have a proper subset
of V Γ such that it is not connected to any of the other vertices outside the set,
which directly contradicts connectivity of Γ.

In conclusion, we have described a generating set for a subgroup H of finite
index that only depends on the Schreier graph and the order we give to S. In
the following subsection we are denoting the canonical generating set of H ≤ G
with respect to S we just described as T = T (G,H,S).

5.2 Norm of a virtual automorphism and the virtual-gap
function

We define the norm of a virtual automorphism φ : H −! K of G with respect
to an ordered finite generating set S as

‖φ‖vS = [G : H]
∑
t∈T
|tφ|S

where T = T (G,H,S). Two important observations go behind this definition:
Corollary 5.10 and Proposition 5.11.

Proposition 5.9. Let φ ∈ VAut(G) be such that Domφ = G, S = {x1, . . . , xs}
be a finite generator set of G and S any order of S. Then,

‖φ‖vS =
∑
s∈S
|sφ|S .

Proof. We have that Domφ := H = G, and by construction, Γ(G,G, S) is a
bouquet with |S| = s loops. The associated tree T is simply a single point and
the generating set T is

T = {Xe | e ∈ E Γ+\ET} = {1G · x · 1G | x ∈ S, x 6= 1G} = S,

where the order of S doesn’t play any part, since there are no edges in T. In
conclusion,

‖φ‖vS = [G : G]
∑
t∈T
|tφ|S =

∑
s∈S
|sφ|S .

Corollary 5.10. Let ϕ ∈ Aut(G) ⊆ VAut(G), S = {x1, . . . , xs} be a finite
generator set of G and S any order of S. Then,

‖ϕ‖S = ‖ϕ‖vS .

Proposition 5.11. For every n ≥ 0, there exists a finite number of virtual
automorphisms φ of G such that ‖φ‖vS ≤ n.

Proof. Since [G : Domφ] ≤ ‖φ‖vS , every virtual automorphism ϕ such that
‖φ‖vS ≤ n must also verify [G : Domφ] ≤ n, so we have a finite number of choices
for the possible domains for these virtual automorphism, by Corollary 5.6.
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Now, for every possible fixed domain H, we have that all virtual automor-
phisms φ : H −! K ≤ G are completely determined by the image of the
generators of H, but since S and T are finite, we have only a finite number of
possibilities for these images to ensure they have a bounded norm.

Remark 5.12. The addition of the term [G : H] in the definition of the norm
is vital in ensuring that there’s no infinite number of virtual automorphisms of a
bounded norm, in any finitely generated group.

Let’s see this. Suppose ‖ · ‖vS
′ defined as before but without the factor

[G : H], and consider the group Z with generating set S = {1} (it has only
one order, so we don’t need to refer to it). For every odd m > 0, consider the
virtual automorphisms φm : mZ −! Z such that mφm = 1. Its Schreier graph
Γ(Z,mZ,S) is the cycle graph Cm, and after applying the Algorithm 5.8, we
obtain the tree formed by removing the edge e = (m−1

2 , m+1
2 ). From Schreier’s

Lemma (5.4), we obtain that the only element of T is m. Therefore,

‖φm‖vS
′ =

∑
t∈T
|tφm|S = |mφm|S = |1|S = 1.

Its inverse, on the other hand, is φ−1
m : Z −! mZ. By Proposition 5.9,

‖φ−1
m ‖vS

′ = m, so

max{‖φ−1‖vS
′ | φ ∈ VAut(G), ‖φ‖vS

′ ≤ 1} ≥ max
m∈N
m odd

{‖φ−1
m ‖vS

′ = m} =∞.

We see that this missing factor, [Z : mZ] = m solves this problem.

We can now define the following function that, analogously to the auto-gap
and outer-gap functions, pretends to measure the maximum gap between a
virtual automorphism and its inverse, or intuitively, the worst case difference
between ‖φ‖S and ‖φ−1‖S , for all φ ∈ VAut(G).

Definition 5.13 (Virtual-gap function). We define the virtual automorphism
inversion gap function of G with respect to S (or virtual-gap function, for short)
as the function νG,S : N −! N such that

νG,S(n) = max{‖φ−1‖vS | φ ∈ VAut(G), ‖φ‖vS ≤ n}

Once again, the maximum of the empty set is defined as 0. We will also
denote it simply as νS whenever possible.

Note that it is well-defined by Proposition 5.11. Also, immediately from
Corollary 5.10, we obtain the following result:

Proposition 5.14. For any group G and ordered generating set S, βS(n) ≤
αS(n) ≤ νS(n).

Despite the analogous nature of the definition of the virtual-gap function
to the auto-gap and outer-gap functions, a problem arises. We cannot give
analogous versions of Lemma 2.4 and Theorem 2.5, since the bounding constant
of the lemma directly depends on the virtual automorphism, more concretely,
on the index of its domain. We are going to prove that the analogous constant
given in the lemma cannot be bounded for all virtual automorphism.

We need a previous proposition to prove this
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Proposition 5.15. Let Γ be a finite s-regular directed graph, with a selected
vertex v0, such that each vertex has only one incoming and only one outgoing edge
labelled with xi for each xi in a finite set S of size s. Then Γ is the Schreier graph
Γ̄(F (S), H, S), where F (S) denotes the free group generated by S, in particular,
of rank |S|; and H is a subgroup of F (S) of finite index |V Γ|.

Proof. Let Γ be such graph, and observe that we can construct a walk starting
at this vertex labelled with any word in S, by the hypothesis of this graph. Now
take any closed walk in v0 in Γ labelled with w, then it is clear that the set of all
these labels generates a subgroup H of F (S), since a composition of elements
corresponds to a closed walk in v0. We name v0 as H from now on.

Let gi be the label of a walk fromH to another vertex v, then name itHgi. Re-
peating this for all the vertices, we obtain that V Γ = {H = Hg1, Hg2, . . . ,Hgm}
with g1 = 1F (S). Observe now that every w ∈ F (S) corresponds to a reduced
word in S and therefore, there’s a walk over Γ starting at H and ending at
some Hgi labelled with w, and so wg−1

i is the label of a closed walk in H. Thus,

wg−1
i ∈ H ⇐⇒ w ∈ Hgi.

In particular, every element in F2 belongs to one and only one of the finite
right cosets H = Hg1, Hg2, . . . ,Hgm, which proves that H is a subgroup of F (S)
of finite index m. Now, it is easy to see that Γ is indeed Γ̄(F (S), H, S) following
the definition.

Another proof of this proposition is given in [13]. Using this result, we can
see the following:

Remark 5.16. Let’s see that the virtual-gap function depends on S. Consider
the following finite directed 2-regular labelled graph Γ̄ with m ≥ 2 vertices
{0, . . . ,m− 1}, and with an edge labelled a and a parallel edge labelled b from i
to i+ 1 (mod m), for all i ∈ {0, . . . ,m− 1}. The image below corresponds to
the case m = 3:

H

Ha

Ha2

a
a

a

b

b

b

By Proposition 5.15, we have that this graph corresponds to Γ̄(F2, Hm, S)
for S = {a, b} a base of F2 and Hm a subgroup of finite index m.

Consider the two different orders of S: S = {a < b} and S ′ = {b < a}, then,
by Schreier’s Lemma (5.4) and the Algorithm 5.8, the respective generating sets
for H, T and T ′ verify the following two conditions:

i) am ∈ T and bm ∈ T ′.

ii) No word in T has more than 1 b’s, and no word in T ′ has more than 1 a’s.

Consequently, |bm|T ′ ≥ m and |am|T ≥ m, and if we take a look at the
constant C in Lemma 2.4, we see it must be larger than m2.
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Since we can construct this for all m ≥ 2, we cannot bound all norms between
all virtual automorphisms by the same constant C, since it must be larger
than m2.

It is possible that the result still holds, but we have been unable to prove so.
Therefore, it is necessary to specify over which ordered generating set we are
talking about. It may be possible to define the virtual-gap function in such a
way that νS ∼ νS′ , or weaken Definition 2.1 to ensure this.

5.3 Virtual-gap function of the free groups
In this subsection we give a lower bound for virtual-gap function for the free
group Fr, r ≥ 1, with respect to an ordered basis S. Let νr,S denote such
function, then

Theorem 5.17. In the free group F1 ∼= Z, νS(n) = n.

Proof. We just need to see that ‖φ‖vS = ‖φ−1‖vS for all φ ∈ VAut(G). We know
that the subgroups of finite index of Z are mZ for all m ∈ Z\{0}, and that
Aut(Z) ∼= Aut(mZ) ∼= Z2. So, the only isomorphisms such that φ : mZ −! m′Z
are those verifying mφ = ±m′.

Following Remark 5.12, we see that Γ̄(Z,mZ,S) is a directed cycle, and
therefore, the generating set obtained from the Algorithm 5.8 is the label of the
full cycle, which is m. So T = {m}, and by definition of norm

‖φ‖vS = [Z : mZ]
∑
t∈T
|tφ|S = m|mφ|S = m|±m′|S = mm′.

Symmetrically, we also obtain that

‖φ−1‖vS = [Z : m′Z]
∑
t∈T ′
|tφ−1|S = m′|m′φ−1|S = m′|±m|S = m′m,

so in conclusion, ‖φ‖vS = ‖φ−1‖vS .

Now let’s prove a lower bound for the non-abelian free groups.

Theorem 5.18. In the free group Fr, r ≥ 2, we have that

νr,S(n) ≥ max
m∈N

{
mαm(r−1)+1,S

(⌊ n
m

⌋)}
.

Proof. We fix r ≥ 2. By Theorem 5.7, we have that the subgroups H of finite
index m of Fr have rank

rank(H) = m(rank(Fr)− 1) + 1 = m(r − 1) + 1,

but sinceH is a subgroup of Fr, it must be free by Nielsen-Schreier’s Theorem [16].
So, all subgroups of index m are isomorphic to Fm(r−1)+1. Furthermore, if
φ : H −! K ≤ Fr is a virtual automorphism with [Fr : H] = m, then
H ∼= K ∼= Fm(r−1)+1, because the rank of a group is an invariant by isomorphism
(and thus, [Fr : K] = m). So all virtual automorphism of index m correspond to
an automorphism of the free group Fm(r−1)+1, allowing us to write νr,S(n) as

νr,S(n) = max{‖φ−1‖vS | φ ∈ VAut(Fr), ‖φ‖vS ≤ n}

38



5 Virtual automorphisms Àlex Miranda Pascual

≥ max{m‖φ−1‖S | m ≥ 1, φ ∈ Aut(Fm(r−1)+1),m‖φ‖S ≤ n}
= max

m∈N
{max{m‖φ−1‖S | φ ∈ Aut(Fm(r−1)+1),m‖φ‖S ≤ n}}

= max
m∈N

{
mmax

{
‖φ−1‖S | φ ∈ Aut(Fm(r−1)+1), ‖φ‖S ≤

⌊ n
m

⌋}}
= max

m∈N

{
mαm(r−1)+1,S

(⌊ n
m

⌋)}
,

where the inequality comes from the fact that we need to fix the basis.

Let’s quickly observe that the result of previous value is well-defined, because
mαm(r−1)+1,S(b nmc) = 0 for all m such that n

m < m(r − 1) + 1 (in particular,
when m >

√
n
r−1 =: n′), and therefore,

νr,S(n) ≥ max
m∈N

{
mαm(r−1)+1,S

(⌊ n
m

⌋)}
= max
m≤n′

{
mαm(r−1)+1,S

(⌊ n
m

⌋)}
.

Now let’s give a lower bound using the bound we have for αr.

Theorem 5.19. The virtual-gap function νr,S(n) for the free group Fr, r ≥ 2,
has exponential growth.

Proof. By Theorems 3.7 and 5.18,

νS(n) ≥ max
m∈N

{
mαm(r−1)+1,S

(⌊ n
m

⌋)}
� max

m∈N

{
m
⌊ n
m

⌋m(r−1)+1
}

and we will obtain the result by studying in more detail the equation fn(m) :=
m
⌊
n
m

⌋m(r−1)+1 over m ∈ R>0 with n fixed.
First observe that this function is not continuous. We have a discontinuity

point in every point such that n
m is an integer, so in m = n

k for all k ∈ N (and
only in these). It is an increasing function in the continuous intervals defined by
these discontinuity points, that is, it is continuous and increasing in ( n

k+1 ,
n
k ] for

all k ∈ N, and also in (n,∞). The maximum of fn over the intervals ( n
k+1 ,

n
k ]

is fn(nk ) = n
k k

n
k (r−1)+1 = nk

n
k (r−1). Observe also, that the maximum value in

each of these intervals coincides with the function gn(m) := m( nm )m(r−1)+1.

Figure 1: Plot of fn(m) (in blue) and gn(m) (in red) for the case n = 21 and
r = 2.
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Studying gn(m) and its derivative g′n(m) = n(r − 1)(ln( nm ) − 1)( nm )(r−1)m

allows us to conclude that it is a positive bell-shaped function with a unique
maximum in n

e and limit 0 when m! 0 and when m!∞, so it is clear that
we have the maximum of fn(m) is either when m = n

2 or m = n
3 . A simple

algebraic manipulation allows us to see that

fn(n2 ) = n2n2 (r−1) < n3n3 (r−1) = fn(n3 ), because n68n(r−1) < n69n(r−1)

for all n > 0, so the maximum is at m = n
3 .

But here we are interested in the maximum over the positive integers and
not the positive real numbers. That’s why we impose that n is a multiple of 3
to unsure that n

3 is an integer. So, changing n 7! 3n we obtain

νS(3n) � max
m∈N

{
m

⌊
3n
m

⌋m(r−1)+1}
= n

⌊
3n
n

⌋n(r−1)+1
= n3n(r−1)+1

and by definition of function domination (2.1), we can see that νS(3n) ∼ νS(n)
and that n3n(r−1)+1 ∼ [3r−1]n, since 3n(r−1) ≤ n3n(r−1)+1 and n3n(r−1)+1 ≤
r
r−13rn. In conclusion, νr,S is of exponential growth.

One of the most interesting questions the article [11] asks is whether there
exist a group with an auto-gap function of exponential growth. We cannot give
a direct answer to this question, but we can contrast it with the result we just
have seen: there exists a group with a virtual-gap function of exponential growth,
showing that there are functions similar nature to αG can be exponential.
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